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An editorial anomaly
EDITORIAL

Most of the science in the Latin-American region is funded with public money, and the institutions that provide the money 
have little or no record of the resulting published material. In a time when the open access initiative is gaining momentum 
and is advocated by financing institutions, the Argentine Association for the Progress of Science (AAPC) evaluated that 
launching a new publication was warranted, with distinctive features that make it an editorial anomaly: 

1.	 Regional scientific journals mainly focus on the publication of research that, though relevant for the region, is 
not original enough to meet the standards of top journals. Our journal seeks to present highly relevant material, 
originated in the region but with global impact: authoritative, timely reviews of the fields of research by 
prestigious scientist that may constitute an important archive of the science carried out in the region. 

2.	 All fields of science are included. We believe that well written reviews are of widespread interest, not restricted 
to specialists in a narrow discipline; however, topical issues are expected to appear alongside with other, more 
general issues.

3.	 Rather than focusing on the publication of marginal science – an unfortunate very widespread trend – our target 
authors are the most influential ones, those that currently publish in top journals from the learned societies or 
from the few large editorial houses. Thus, papers are received mainly by invitation and subjected to rigorous 
review.

4.	 The members of the Editorial Board are very prestigious scientists, currently from Argentina, with the possibility 
of enlarging it to include scientist from other countries in the region as well.

5.	 Open access is guaranteed; furthermore, the fast dissemination of the oncoming publications is achieved by 
personalized mailing lists.

The journal we now launch has become a reality in the form of a joint venture between AAPC and Centro Redes 
Foundation, a prestigious institution that is heavily involved in scientometric analyses for the region. Financing was 
provided by the Science, Technology and Productive Innovation Government Secretary.

The first issue collects four reviews on timely aspects of various fields of science and technology. I hope you enjoy them.

									         Miguel A. Blesa 
									          Editor-in-Chief
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Victor A. Ramos1*,  Farid Chemale2, Juan P. Lovecchio3, and Maximiliano Naipauer4

Introduction

The tectonic evolution of the South Atlantic Ocean is heavily constrained by the adjustment and mismatch of several 
continental blocks associated with the fitting of South America and Africa as part of the supercontinent of Pangea. Several 
alternatives were presented based on different criteria in recent years, where the Malvinas (Falkland) Islands and their 
adjacent continental blocks play a significant role in the reconstructions. The finding of important hydrocarbon resources 
outboard the Outeniqua basin offshore South Africa, which is modifying the scenario of hydrocarbon resources in this 
country, further increases the need for a proper reconstruction and precise paleogeography of the South Atlantic Ocean to 
evaluate the South American conjugate continental margin.

Abstract
The latest studies on the tectonic evolution of the Malvinas 
(Falkland) Islands and their adjacent continental plateau further 
east are analyzed to assess a long controversy regarding the 
origin of these islands. Although new technologies and exploratory 
drillings have brought new data in recent times, the debate on the 
geological evolution of this area remains open. The two dominant 
hypotheses are analyzed by assessing the eventual collision 
between the islands and the South American continent, the presence of a large transcontinental fault 
such as Gastre, the potential 180º rotation of the Malvinas Islands, and the occurrence of a mega-
decollement with opposite vergence. These hypotheses are contrasted with the processes that have 
occurred in Patagonia, especially those based on the new isotopic data on the Maurice Ewing Bank at 
the eastern end of the Malvinas Plateau, and the current knowledge of the adjacent Malvinas Basin. The 
new data highlights the inconsistencies of certain models that propose that these islands migrated from 
the eastern African coasts near Natal, to their current position and rotated 180º around a vertical axis. 
The new observations support the hypothesis that postulates that the islands have been part of the South 
American continent since before the Paleozoic.

Keywords: 
Malvinas (Falkland) Plateau, rotation, paleomagnetic data, collision, microcontinent 
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Introduction

The tectonic evolution of the South Atlantic Ocean is heavily constrained by the adjustment and mismatch of several 
continental blocks associated with the fitting of South America and Africa as part of the supercontinent of Pangea. Several 
alternatives were presented based on different criteria in recent years, where the Malvinas (Falkland) Islands and their 
adjacent continental blocks play a significant role in the reconstructions. The finding of important hydrocarbon resources 
outboard the Outeniqua basin offshore South Africa, which is modifying the scenario of hydrocarbon resources in this 
country, further increases the need for a proper reconstruction and precise paleogeography of the South Atlantic Ocean to 
evaluate the South American conjugate continental margin.

Figure 1. Two contrasting alternatives for the origin of the Malvinas (Falkland) Plateau (based on Ramos and others[1]). 
Note locations of figures 3a and 3b.

The aim of the present review is to assess the contrasting tectonic evolution proposed in the last two or three years 
based on old and new data obtained in the Malvinas (Falkland) Plateau. Most of the recent works can be divided into two 
different groups. One of these is based on a stable relationship between the South American continent and the different 
elements of the plateau since at least the Neoproterozoic. This option contrasts with the African-derived alternative that 
divides the plateau into two different blocks, which would have collided with South America in Jurassic-Cretaceous times.

Previous works

One of the first reconstructions of the paleogeography of the South Atlantic Ocean was advanced by Du Toit [2,3], who 
proposed a location of the Malvinas Islands between South America and Africa (Fig. 1). This South African geologist 
located the Malvinas Islands in the offshore continental platform between the Ventania System of Buenos Aires, and the 
Cape System of South Africa based on the geological correlation found by professor Keidel [4,5,6,]. This reconstruction 
took in consideration the stratigraphy of both systems and the shared late Paleozoic glacial deposits, and highlighted the 
coincidence in age and discontinuities of the common sedimentary sequences. Some years later, another South African 
geologist, Adie[7], who had worked in the Malvinas Islands, based on the southern vergence of the structures, located the 
islands “upside down”, but in the eastern opposite side of South Africa (see Figure 1). This way, both the islands and the 
Cape System, which shares a common stratigraphy, present the same northern vergence.

This proposal was analyzed by Suero[8] and Borrello[9] who, based on the continuity of the late Paleozoic sedimentary 
basins of Patagonia, preferred the Present normal position of the islands attached to South America. The latter author 
disregarded Adie’s proposal based on the common stratigraphic and paleontological characteristics between the Malvinas 
Islands and Patagonia.

Adie’s hypothesis was almost forgotten for many years until the paleomagnetic work of Mitchell and others[10]. 
These authors published a high impact article in Nature, which deserved the journal cover, based on the paleolatitudes 
obtained from Mesozoic dolerite dyke swarms together with a 120º rotation in the paleopoles, that resurrected the “upside 
down” hypothesis.  This was partially confirmed by some other paleomagnetic studies performed by Taylor and Shaw[11]. 
After these geophysical works, most of the British authors started to support that the Malvinas Islands were located in the 
offshore of South Africa, in front of the Natal province, in the late Paleozoic, and that after a subsequent rotation during 
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Jurassic times, prior to the opening of the South Atlantic, the islands departed from Africa to be transferred to South 
America (see Stone[12,13], and references therein).

Even though many authors have backed the hypothesis that the islands were in South Africa and later, in Jurassic 
times, were transferred to South America, this hypothesis has a series of drawbacks that require further evidence to be 
sustained. In order to evaluate the African-derived alternative for the islands, several premises required for this hypothesis 
should be analyzed.

1.- MALVINAS ISLANDS DERIVED FROM AFRICA

Collision of Malvinas Islands microplate with South America

As pointed out by Martin[14] in his editorial comments early on in Nature, 1986, the new paleomagnetic data, even 
though partially consistent with the “upside down” location in front of Natal, present new and more difficult problems. 
The main problems were for this author how this block rotated and moved from that position to its present setting. Several 
alternatives were suggested to explain this displacement.

Based on paleomagnetic data, Ben Avraham and others[15] proposed the existence of an independent block, the 
Lafonia microplate. This small block would have two advantages – first, it would facilitate a 120º rotation, and after this, it 
would make it easier to transport the islands to South America. However, there is no evidence of any suture between South 
America and the Malvinas Islands as recognized by Richards and others[16]. These authors, based on the study of the 
offshore seismic lines in the platform between the islands and the continent, disregarded the presence of a crustal suture. 

The existence of an independent microplate to make the drift and collision to South America possible would also have 
the problem that it would require a subduction zone on its leading edge, which would have produced a volcanic arc and, 
after the collision, a suture. There is no evidence of either of these two things. This fact was soon realized by several 
authors, such as Ben Avraham et al.[15] who, in order to solve the lack of a suture, proposed that Patagonia was a terrane 
independent from South America that moved together with the Lafonia microplate after its rotation in Jurassic times.

Another drawback for the collision of the Lafonia microplate against South America is the rift preserved in the 
Malvinas Basin (see location in Fig. 5). New studies performed in this basin show two stages of rifting, one in the Late 
Triassic and another in Early-Middle Jurassic times (see Lovecchio and others[17]). Seismic sections across the rift (Fig. 
6) show no deformation as expected if there had been a collision against a microplate (see discussion below).

The Gastre continental fault system

The proposal of Patagonia attached to the Malvinas Plateau, both together as an independent terrane, explains the lack 
of a suture and the nonexistence of a volcanic arc on the Lafonia microplate, but a continental scale fault system and a 
transform fault in the offshore would be required to displace this huge terrane from Africa to its present position.

The northern boundary of the Patagonia terrane as proposed by Ben Avraham et al.[15] was a large right-lateral 
transpressional shear zone, which bounded the North Patagonian massif to the north from the rest of Gondwana. However, 
this northern limit coincides with the proposed suture between Patagonia and Gondwana, which was formed by orthogonal 
contraction with almost no evidence of strike-slip motion[18,19] during the late Paleozoic. The development of the 
Ventania and Cape fold and thrust belts, as well as the Colorado, Garies, and Cape syntaxes[19,20], preclude the existence 
of such transform fault north of Patagonia in Jurassic times[1].

To avoid this problem, Marshall[21] proposed that the boundary was determined by the Gastre intracontinental 
fault system, suggested by Rapela and Pankhurst[22], which is located south of the North Patagonian Massif. However, 
that hypothesis requires a displacement larger than 500 km along that fault system produced between 190 Ma, age 
of emplacement of the older dyke swarms in the Malvinas Islands, and 170 Ma, a cooling episode of uplift based on 
fission track ages of these dikes[23]. This would require a displacement rate of more than 42 mm per year along such 
transcontinental fault. Several recent studies on the Gastre fault system, in the classic locality where it was defined by 
Coira and others[24], have proved that this fault is a ductile shear zone of Paleozoic age, with no evidence of Jurassic or 
younger offsets of that magnitude[25,26,27], among others.
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If no displacement, such as required, ever occurred along the Gastre fault system, Patagonia and the Malvinas Islands 
could not have moved together as a single continental block as proposed by several authors[16,28,29,30,31], among many 
others.

Figure 2. Proposed paleogeography based on the Gastre Fault System (G.P.S.) to accommodate the Malvinas Islands 
close to the Natal offshore (after Marshall[21]). See text for discussion.

 

The Jurassic rotation of the Malvinas Islands

Several alternatives have been proposed for a clock-wise rotation of the islands of at least 120º. The most feasible way this 
is possible would involve a rotation of the microplate associated to oceanic crust formation, as could be observed in the 
opening of the Bay of Biscay, between Spain and England[32]. One of the most popular alternatives for this model is the 
“double-saloon-door” rifting and seafloor spreading as proposed by Martin[29] and supported by Dalziel and others[30]. 
The main drawback is that there is no evidence of oceanic crust older than the early Cretaceous during the South Atlantic 
opening, where all the magnetic anomalies are parallel to the Agulhas-Malvinas transform without any evidence of 
rotation[33,34]. From the onshore perspective, as pointed out by Stone[13], the case for rotation of a microplate appears 
overwhelming, but offshore data do not support rotation and are compatible with a high degree of extension of a fixed 
Malvinas Plateau attached to South America[35,1].

Some other authors proposed a 120º-150º rotation during the break-up of Gondwana, previous to seafloor spreading 
without participation of oceanic crust but, as noticed by Stone13, timing is crucial and most of the rotation of the microplate 
must have been pre-Cretaceous and probably mid-Jurassic. There is some consensus that rotation was a relatively rapid 
mid Jurassic event as envisaged by Curtis and Hyam[36] and Rapela and others[28]. Several mechanisms have been 
proposed for the rotation associated with the break-up of Gondwana[37,38,39,40]. However, there is neither seismic 
evidence of the microplate boundaries, nor indications of the extension and compression normally associated with block 
rotations[41]. No structures were identified nearby the predicted boundaries of the microplate to support the rotation on 
continental crust.

A recent study by Stanca and others[42] proposed crustal fragmentation and block rotation for the Malvinas Plateau, 
where the Malvinas Islands were a microcontinent; however, they state that the position of the plateau and the islands 
before the separation of Gondwana continues to be controversial. This work proposed a Malvinas Islands microplate, 
equivalent to the Lafonia microplate sensu[15,30], which underwent vertical-axis rotation during the break-up of 
Gondwana. As there is no deformation affecting the sedimentary basins offshore of the islands, rotation would have 
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had to occur prior to the older rift that took place in the southern sector of the North Malvinas basin. The oldest synrift 
deposits are not well dated in that basin, and a doubtful Upper (?) Jurassic age was assumed[42]. However, this WNW to 
NW-trending rift system, as seen in their Fig. 6, has the same trend as the Early Jurassic rift that crosscut the San Jorge 
and Cañadón Asfalto basins in Patagonia. The Malvinas rift, as well as its Patagonian equivalent, are linked to the 190-188 
Ma old basaltic dike system parallel to the normal faults of the rift, located at the base of the synrift deposits. This WNW 
to NW-trending rift system crossing from Patagonia to the Malvinas Plateau was related to the opening of the Weddell 
Sea[1,43]. The rifting process started at about 190 Ma and ended with the first oceanic crust in that sea at about 160-155 
Ma according to Ghidella and others[43]. The age of the synrift deposits across Patagonia is well dated and constrained 
to the Early to Middle Jurassic[44]. Some minor rotation occurred during the synextensional emplacement of the Chon 
Aike Magmatic Province[45,46] in the Early-Middle Jurassic. The observed rotational extension was recently interpreted 
by Lovecchio and others as produced by effect of a slab tear between Patagonia and Antarctica[47].

This fact is important because the rotation should have occurred and finished in the Early Jurassic. Furthermore, the 
paleomagnetic data found by Taylor and Shaw[11] and analyzed by Ramos and others[1] show the expected rotation in 
one site, while the other two sites have abnormal rotations, difficult to reconcile with a rigid-body vertical-axis rotation 
such as the one required for the Malvinas Islands microplate.

The mega-décollement controlling the Gondwanide Orogen

New detailed structural analyses performed north of the Malvinas Islands in the adjacent basin, combined with gravity 
and seismic data presented by Stanca et al.[42], enhanced the importance of the occurrence of a mega-décollement formed 
during the Gondwanide Orogeny. This décollement has been recognized underneath the Outeniqua Basin and South 
Africa[41,48], associated with north-verging thrusts. The décollement described in the Outeniqua Basin and underneath 
the Cape fold and thrust belt is dipping to the south, and it was reactivated as a detachment level during subsequent 
extension in Jurassic times. In the Malvinas plateau, this décollement is dipping to the north and reaches the same depth 
as in the Outeniqua Basin. The opposite polarity of this décollement at both sides of the Agulhas-Malvinas transfer zone 
is considered as a new evidence supporting the 180º rotation of the Malvinas Islands microplate[42].

However, if the structural characteristics of the Ventania fold and thrust belt in the province of Buenos Aires are 
considered, a series of new problems emerges. The seismic sections provided by Pángaro and Ramos[49] (their Figs. 
8 and 12), Ramos et al.[19] (their Fig. 5), and Pángaro et al.[19], show withou shadow of a doubt the continuity of the 
Ventania fold and thrust belt in the adjacent offshore area and its eastern extension in the Cape belt of South Africa 
(see Paton et al.[20]). In those sections, what the authors considered to be the master shear is the equivalent to the 
mega-décollement of Stanca et al.[42]. Both structures have the same north-vergence, a similar depth of detachment 
and equivalent offsets. On top of that, recent studies in the Colorado offshore basin show three periods of extension, 
the oldest one being controlled by a postorogenic extensional collapse of the thrusts of the Ventania fold belt[17]. These 
extensionally reactivated Permian to Early Triassic thrusts were intersected by normal faults during Early Jurassic times, 
in a similar way as that described for the Outeniqua Basin and the Cape fold and thrust belt. It is evident that deformation 
kinematics north of the Gondwanide magmatic arc and north of the Agulhas-Malvinas transform were comparable.

On the other hand, there is evidence that deformation south of the magmatic arc has an opposite south-vergence, 
as described in the Sierra Grande area[50] close to the Atlantic margin. A similar conclusion with different approaches 
was arrived at by von Gosen[51] and López de Luchi and others[52]. Early Paleozoic quartzites are folded and thrusted 
with a south-southeast vergence (see Figure 3). Further inland, underneath the Mesozoic deposits of the Neuquén Basin, 
Mosquera et al.[53] recognized the Gondwanide deformation with south-vergent thrusts reactivated during latest Triassic-
Early Jurassic extension[54,55,56]. 

The décollements that controlled the Permian thrusts and the subsequent Early Jurassic normal faults have a dominant 
south-vergence in the central and southern part of the Neuquén Basin as well as in the outcrops of Sierra Grande area near 
the Atlantic coast, very similar to the one described in the southern part of the North Malvinas Basin. 



// Vol. 1, No. 1, December 2019 

11

The Malvinas (Falkland) Plateau derived from Africa? Constraints for its ...

Figure 3. South verging fold and thrust belts developed in northern Patagonia; a) Basement folds with south-vergence 
in the Huincul System interpreted by Mosquera et al.[53] as Gondwanide thrusts extensionally reactivated during Late 
Triassic-Early Jurassic, and subsequent contraction in the southern Neuquén Basin. Pz: Paleozoic rocks, TRJsr: synrift 
deposits of Late Triassic-Early Jurassic age, eK and lK: Early and Late Cretaceous deposits; b) Silurian-Devonian 
quartzites with SE-vergence in the Sierra Grande mining district[50] . Pz sg: Sierra Grande Formation. Location of the 
sections indicated in Fig. 1.

One of the main drawbacks that the rigid model has according to Stanca et al.[42] is the lack of continuation of a south 
verging fold and thrust belt east and west of the islands. Available seismic information indicates that, at approximately 
150 km west of the islands, the south vergence of the deformation is recognized by the steeper southern flanks of the folds 
(Figure 4), in comparison with gentler northern flanks[57].

Further to the west, the Mesozoic infill of the Malvinas Basin obliterates the structure of the underlying Paleozoic 
rocks, as well as the crystalline basement of the Dungeness Arch[1], also known as the Río Chico High[47]. There is 
some consensus that the Gondwanides has been formed by the collision of Patagonia and adjacent blocks as proposed by 
Ramos[18] and confirmed by Miller et al.[58] in South Africa.

Figure 4. Seismic line southwest of the Malvinas Islands showing, beneath the Jurassic, an angular unconformity of the 
Gondwanide folds developed in Paleozoic rocks with a well-defined south vergence[57]. See location in Fig. 5.
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West of the Malvinas Basin (Fig. 4), the early Paleozoic clastic platform is interrupted by the Devonian to Carboniferous 
magmatic arc that was identified by Ramos and Naipauer[59] (and cites therein). The magmatic arc is located along the 
western side of the Dungeness Arch (or Río Chico High) and continues to the north across the San Jorge Basin with a 
northwestern trend, to finally reach the northern Patagonian Andes[18]. The quartzitic platform can be recognized from 
the western off-shore of the Malvinas Islands, to the north in Cabo Blanco, in the basement of the Rawson Basin and in 
Sierra Grande (Fig. 5). In both extremes the southern vergence of the folds has been identified.

2.- MALVINAS ISLANDS FIXED TO PATAGONIA

The previous analyses have shown that there is no robust evidence to rotate the Lafonia (Falkland) microplate 120º, 
either surrounded by continental or oceanic crust. The paleomagnetic data is poor and not conclusive for a vertical-axis 
rotation; no suture or deformation has been recognized in the western contact with Patagonia, and if it is difficult to rotate 
the islands, it is almost impossible to rotate the entire Malvinas plateau. The occurrence of two sets of dolerite dykes in 
the Malvinas Islands, one WNW-trending of Jurassic age, and another one N-trending of Early Cretaceous age, was taken 
as an evidence of rotation of the islands[23,60]. However, this main stress rotation is seen in the entire Patagonia and in 
the adjacent offshore basins associated with the Jurassic WNW-trending opening of the Weddell Sea and the subsequent 
N-trending rifting of the South Atlantic in the Early Cretaceous[1,47].

Most of the similarities between the East Cape Supergroup and the Lafonia Supergroup, the so-called South African-
Malvinas connection[42], is not taking into consideration the late Paleozoic glacial deposits of central Patagonia, and the 
exposed Paleozoic quartzites inland in eastern Patagonia (v.g. Sierra Grande and Cabo Blanco), as well as the deposits in 
the offshore adjacent basins (v.g. Rawson Basin). Besides these arguments[1,59], based on the new data obtained in the 
Malvinas Plateau, the “fixist alternative” will be analyzed.

New data on the Malvinas Basin

A recent update of the structural framework for the Malvinas Basin, together with two new U-Pb zircon ages for the synrift 
series[47] preclude a Lower to Middle Jurassic or younger collision between Patagonia and the Malvinas Islands (see 
Fig. 6). Recent works assume that the Weddell Sea Rift that separated the Ewing Bank from Gondwana was developed 
at ∼164 Ma[62].

The new U-Pb dates are located within the synrift sequence. A volcanic breccia at the base of the sequence has an age 
of 215 Ma (on top of ROU horizon of Fig. 6), which indicates a Late Triassic age for this level[47]. Triassic deposits are 
also interpreted in the San Julián offshore rift basin by Figueiredo et al. (1996, see seismic line in Fig. 14), as well as in 
the El Tranquilo rift onshore Santa Cruz, where they are well known and dated[63,64].

Figure 5. Main characteristics of the Malvinas (Falkland) Plateau and the adjacent Patagonia (modified from Ramos 
et al.[1] and Chemale et al.[61]. Note the location of the oceanic drill of ODP-330 in the Maurice Ewing Bank, and the 
location of figures 4 and 6, based on McCarthy et al.[57] and Lovecchio et al.[47].
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Figure 6. Seismic line across the Central Graben of the Malvinas Basin[47]. The rift sequence is encompassed between 
the ROU horizon (top pre-rift basement) and the TSR horizon (top synrift).

The second U-Pb date yielded 169.6 ± 2.1 Ma and corresponds to a tuff layer located near the top of the synrift 
sequence (TSR of Figure 6). This Middle Jurassic age constrains the age of the synrift deposits to Late Triassic- Middle 
Jurassic times, a similar time span recognized in the San Julián, El Tranquilo, and Cañadón Asfalto rift basins. 

The period of time covered by the synrift deposit is the one that has been proposed for the collision of the Malvinas 
Islands; therefore, a compressive regime is unlikely in this time span.

New data on the Malvinas Plateau

The recent analyses of Site 330 of ODP presented by Chemale et al.[61] show that the basement of the Maurice Ewing 
Bank has similar ages to the Gran Malvina (Western) Island basement exposed in Cabo Belgrano (Cape Meredith). These 
metamorphic rocks have similar Mesoproterozoic U-Pb ages, between 1,200 and 1,030 Ma, and are intruded by pink 
leucogranites (without any deformation) of 1,006 ± 13 Ma in the Maurice Ewing Bank[62]. These ages closely correlate to 
the metamorphic dated rocks in Cape Meredith, as well as the associated similar pink granites of 1,003 ± 16 Ma (Thomas 
et al., 2000). These basement ages are similar to the detrital zircon ages[1] in the overlying Paleozoic quartzites in both 
islands, indicating a common basement. The occurrence of similar basement rocks with a common deformation history 
shows that the current location of the islands with respect to the Maurice Ewing Bank has not changed significantly and 
should have been even closer than in present times considering the amount of E-W extension recorded in the Malvinas 
Plateau.

Another important point is that the Jurassic fluvial sandstone over the Maurice Ewing Bank intersected at site 330 
carries detrital zircons of Permian age. New geochronological work indicates an important peak at 266 Ma (Chemale et 
al., in prep.), which is difficult to reconcile with a position just east of South Africa[42,62] (and cites therein). Permian 
ages are common at these latitudes in the Darwin Cordillera, with a more prominent peak at c. 270 Ma[65]; this is 
well documented for the Patagonian Andes, with a large well-defined 260–300 Ma population likely derived from the 
Gondwanide belt formed during the Carboniferous–Permian assembly of Patagonia[66], bracketed by  Suárez et al.[67] 
between 255-268 Ma, and even closer, in the South Georgia Island, at its previous position adjacent to eastern Tierra del 
Fuego Island, with a dominant younger peak at 275 Ma[68,69].

Both sets of data strongly suggest basement continuity between the Malvinas Islands and the Maurice Ewing Bank and 
their proximity with the Fuegian and Patagonian Andes.

Concluding Remarks

The previous reviews of Stone[12] and Ramos et al.[1] questioned the reliability of the existing paleomagnetic data, to 
support a 120º vertical axis rotation of the entire Malvinas Islands microplate. The fragmentation of the microplate in 
different blocks as proposed by Stanca et al.[42], on the other hand, is not supported by the existing paleomagnetic data. 
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The timing for the rifting of the southern part of the North Malvinas Basin could be partially constrained by the 188-
190 Ma old dikes exposed in the Malvinas Islands. The correlation, based on the new data presented by Lovecchio et 
al.[47], with the adjacent rift of the Malvinas Basin is coherent not only between these two basins, but with the entire 
extensional trend of southern and central Patagonia (Fig. 5). It is well established that the timing and the direction of this 
extension was controlled by rifting prior to the opening of the Rocas Verdes Basin and the Weddell Sea, which ended with 
the first oceanic crust developed at 160-155 Ma[43,70] and references therein).

As discussed by Stanca et al.[42], the rotation of the islands, if it ever occurred, should be prior to the synrift deposits, 
since these sequences do not show any deformation.  If a time span between Late Triassic and Early to Middle Jurassic is 
accepted for the rifting, rotation should be older than Late Triassic, when most of the Cape belt of South Africa was still 
under compression.

The several proposed collisions between the Lafonia (or Malvinas) microplate against Patagonia at different times 
during the Jurassic must be ruled out, since no deformation is observed in the Late Triassic-Early to Middle Jurassic 
sequences of the Malvinas Basin.

The detrital zircons of Permian age found in the sedimentary cover above the basement of the Maurice Ewing Bank 
are also indicative of the proximity to the Patagonian or Fuegian Andes, or to the Georgias Islands, in their location prior 
to the development of the Northern Scotia arc.

Based on these new observations, in addition to the detailed analyses by Stone[12] and Ramos and others[1], it is 
concluded that the Malvinas Islands and the Maurice Ewing Bank, as an integral part of the Malvinas Plateau, have been 
attached to Patagonia since Paleozoic times. There is compelling evidence that this land has been part of South America 
within Western Gondwana, at least since the Permian.
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 1.  Introduction

Cells contain actin filaments organized into a variety of structures, including a three-dimensional filament network in 
the cell cortex under the plasma membrane. This cortical actin network is very predominant in secretory cells [Orci et. 
al. 1972, Lee and Trifaró 1981, Trifaró 1983]. Actin networks are dynamic structures that go through cycles of filament 
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polymerization and de-polymerization as required for cell functions. In secretory cells, cortical actin seems to play a dual 
role – first, excluding secretory vesicles from releasing sites on the plasma membrane [Vitale et. al. 1991], and second, 
facilitating secretion through novo filament formation in the latest steps of exocytosis [Trifaró et. al. 2008]. Thus, cell 
stimulation brings about, in a calcium–dependent manner, a disassembly of the cortical actin filaments allowing the 
movement of vesicles towards release sites on the plasma membrane.

Cell actin dynamics is controlled through the action of capping and severing proteins. Capping proteins bind to either 
the pointed end [-] or barbed end [+] of actin filaments and thereby control G-actin unit exchange. Most capping proteins 
bind to the [+] end, and in this way limit filamentous actin growth. Capping proteins may also have a nucleating capacity 
under conditions favouring actin polymerization. Among this class of actin capping and severing proteins are fragmin, 
severin, gelsolin, scinderin and villin [Loppspeich et. al. 1988; Marcu et. al. 1994], which bind to actin in a calcium-
dependent manner. Work from Trifaró’s laboratory [Trifaró et. al. 1985; Bader et. al. 1986] first showed the presence of 
gelsolin-like proteins in a secretory cell, the chromaffin cell. One of these studies also showed the presence of a Ca2+-
dependent actin-binding protein that was immunologically different from gelsolin [Trifaró et. al. 1985]. The isolation and 
characterization of this protein was carried in our laboratory [Trifaró et. al. 1989; Rodríguez del Castillo et. al. 1990].  
This work has shown that this protein was distinct from gelsolin, although gelsolin was also present in the cell [Bader et 
al. 1986; Trifaró et. al. 1989; Rodríguez Del Castillo et. al. 1990]. The name ‘scinderin’ was given to this protein [a name 
derived from the Latin “scindere’ meaning: ’to cut’], because of its actin filament severing properties [Trifaró et.al. 1989; 
Rodríguez Del Castillo et. al. 1990].  Subsequent work from our laboratory, demonstrated the presence of scinderin in 
platelets [Rodríguez Del Castillo et. al. 1992] as well as in other secretory tissues [Tchakarov 1990]. Cloning of scinderin 
cDNA [Accession number X78479, EMBL Data Library] and sequence analysis done in our laboratory [Marcu et. al. 
1994] demonstrated that, similar to gelsolin, another actin severing protein, scinderin has 6 domains with 3 actin-binding 
sites [Marcu et. al. 1994; 1996; Zhang et. al. 1996].

This review describes the molecular structure and function of scinderin and its possible roles in the secretory process, 
cell maturation, differentiation and pathological conditions. 

2. Molecular structure and function of scinderin

Scinderin is a protein with 715 amino acids that shares 63% and 53% homology, respectively, with gelsolin and villin 
[Marcu et al 1994], two other actin-capping and severing proteins [Lottspeich et. al. 1988, Marcu et. al. 1994]. Comparing 
the scinderin sequence with those of gelsolin and villin reveals that they share six internal short sequence motifs that are 
repeated [A, B. C; Figure 1].  Two other actin filament severing proteins, severin from the Distyostelium discoideum 
[Lottspeich et. al. 1988] and fragmin from Physarum polycecephalum [Ampe et. al. 1987], with half the molecular mass 
of scinderin, also have similarities with the end N-terminal half of scinderin.  After aligning motifs A, B and C, gelsolin, 
villin and scinderin reveal six domains [D1-D6].  There are strong similarities between domains 1 and 4, 2 and 5, and 3 
and 6 in gelsolin, villin and scinderin [Marcu et al 1994].  These, added to the fact that fragmin and severin have a better 
homology with the N-terminal half of scinderin, gelsolin and villin, would suggest that these three proteins have derived 
by gene duplication from an ancestral actin-filament severing protein which was similar to the N-terminal half of these 
molecules [Marcu et al 1994].  It has also been suggested that this family of actin filament-severing proteins may have 
evolved by tandem gene triplication with a predicted 14 kDa monomer unit of 120-130 amino acid residues [Way et. al. 
1988].  This is approximately the size of domain or segment 1 in gelsolin.

Previous work from our laboratory has demonstrated that two actin molecules bind one scinderin molecule, and that this 
interaction is Ca2+-dependent [Trifaró et. al. 1992]. Moreover, the two main fragments (40 and 38 kDa) obtained through 
limited proteolytic digestion interact with actin, also in a Ca2+-dependent manner, yielding actin-fragment complexes of 
molar ratios 1:1 [Trifaró et. al. 1992].  These results suggest that each scinderin fragment contains an actin- and a Ca2+-
binding site. These results are in agreement with equilibrium dialysis studies [Rodríguez Del Castillo et. al. 1990] that 
demonstrated the presence of at least two Ca2+-binding sites in scinderin (Kd 5.85 x 10-7 M, Bmax 0.81 mol Ca2+/mol protein 
and Kd 2.85 x 10-6M, Bmax 1.87 mol Ca2+/mol protein). These two Ca2+ sites regulate activation with respect to severin in 
a single rate-limiting step [Lueck et. al. 2000]. The N-terminal half of scinderin [S1-S3] severs F-actin and sequesters 
G-actin in a Ca2+-dependent process. In contrast, the N-terminal half of gelsolin (G1-G3) severs and sequesters actin in 
the absence of Ca2+.  Further comparison of scinderin sequences to those of gelsolin and villin showed the presence of two 
actin-binding site sequences in domains 1 and 2, respectively [Figures 1 and 2].
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Figure 1. Diagram showing scinderin domains [S1-S6] and scinderin’s three actin [ScABS1, 2 and 3] and two PIP2 
[ScPIP2BS1 and 2]. The amino acid sequence and the number of the first and last amino acid in every construct is indicated. 
Every domain [S1 to S6] has 3 short sequence motifs – A, B and C – in common with gelsolin and villin, two other F-actin 
severing proteins.

Figure 2. Comparison of amino acid sequences in two Scinderin regions with those sequences in known actin-binding 
domains of Gelsolin and Villin.  Two stretches of amino acid sequences of scinderin from position 77-89 and from 138-
146 show a high degree of homology with two (A and B) actin-binding domains previously described for human plasma 
gelsolin and chicken intestinal brush border villin. Aspartate 86 of scinderin corresponds to similar residues in position 
109 and 85 of gelsolin and villin, respectively. Aspartate 109 has been shown to be one of Ca2+-binding sites in gelsolin 
[McLaughlin et. al. 1993]. The numbers on either site indicate the position of amino acid residues.

The high homology between these two actin-binding sites in these proteins would suggest that the type of interaction 
described between gelsolin domains 1 and 2 and actin regarding the mechanism of filament severing [McLaughlin et. 
al. 1993] might be similar for scinderin and villin. Moreover, isoleucine residue 103 in gelsolin’s first actin-binding site 
seems to be important for the interaction with subdomains 1 and 3 of actin [McLaughlin et. al. 1993]. Scinderin and 
villin have an isoleucine in the same position [residues 80 and 79 respectively; Figure 2 A] within their actin-binding site 
[Marcu et. al. 1994]. Comparison of the amino acid sequence of the first actin binding site in these proteins reveals that 
D86 in scinderin corresponds to D109 and D85 in gelsolin and villin, respectively [Figure 2A]. It has been suggested that 
one Ca2+ ion is intermolecularly bound between D109 in gelsolin and E167 in actin, with the rest of the coordination links 
coming from domain G1 in gelsolin [McLaughlin et. al. 1993].
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A third actin-binding site for actin has also been described in domain S5 in scinderin [Marcu et. al. 1998]. This 
actin-binding site at the N-terminal of domain S5 [Sc511-518] can bind and nucleate actin assembly. Moreover, ScABP3, a 
peptide constructed with the sequence (RLFQVRRNLASIT), identical to Sc511-523, blocked the binding of recombinant 
Sc5-6 to actin and its nucleating activity [Marcu et. al . 1998]. In addition, recombinant Sc5-6 and Sc-ABP3 also prevent 
the actin-severing activity of full-length scinderin. This suggests that scinderin, in addition to binding actin on sites 
present in domains S1 and S2, must bind actin on a third site in domain S5 to sever and nucleate actin effectively [Marcu 
et. al. 1998]. The crystal structure of the C-terminus in scinderin has been published [Chumnarnsilpa et. al. 2009].  A 
comparative analysis [Chumnarnsilpa et. al. 2009] of x-ray data from actin-binding surfaces observed in domains G4-
G6 in gelsolin suggested that scinderin in a similar conformation will also be able to interact with actin through Sc4 and 
Sc6, and that no interaction should occur with Sc5 as predicted and shown by Marcu et. al. [1998]. The suggestion on the 
absence of a binding- and nucleating-site for actin in Sc5 [Chumnarnsilpa et. al. 2009] is difficult to accept in view of the 
extensive published evidence on the location and function of this third actin-binding site of scinderin. The theory of the 
presence of an actin-binding site in Sc-5 came from experiments on actin nucleation, viscosity of actin gels, serotonin 
and catecholamine, and grow hormone release during over-expression in secretory cells of fragments Sc5, ScABP3 and 
ScL5-6 or ScL5; these last two fragments lacking the third actin binding site of scinderin [Marcu et. al. 1998; Trifaró et. 
al. 2000; Dumitrescu et. al. 2005].

Figure 3. Comparison of amino acid sequences of two scinderin regions with those known PIP2 binding sequences. Two 
stretches of amino acid sequences in scinderin show a high level of homology with villin’s PIP2 binding site, gelsolin’s 
PIP2 binding sites in domains 1 and 2 [Yu et. al. 1992], and the PIP2 binding sequence in the conserved ‘X box’ of rat 
phospholipase C family [Rhee et. at. 1989]. The second scinderin sequence (138-145) is identical to villin sequence from 
position 134-145. The numbers on either side indicate the position of the amino acid residues.

Published work indicates that PIP2 modulates the activity of many actin-regulatory proteins [Janmey et. al. 1987, 
Maekawa et. at. 1990, Isenberg 1991], including scinderin [Rodríguez Del Castillo et. al. 1992]. F-Sc1, a fusion protein 
obtained by the expression of scinderin’s domain Sc1 in prokaryotes, binds PS and PIP2 in a Ca2+-dependent manner 
[Marcu et. al. 1994]. Previous work also carried out by our laboratory has demonstrated that native scinderin has the 
ability to interact with these two phospholipids [Del Castillo et. al. 1992]. Comparison of amino acid sequences showed 
the presence in scinderin of sequences that are highly homologous to those known to bind PIP2 in gelsolin [Figure 
3]. These amino acid sequences are in both scinderin and gelsolin, in the C-terminal of the S1/G1 domain, and in the 
N-terminal of the S2/G2 domain [Fig 2].  As shown in Figure 3, villin has only one PIP2 binding site. Interestingly, this 
sequence is also found in several phospholipase C isozymes [Rhee et. al. 1989, Yu et. al, 1992] where it is known as the 
‘X Box’ [Rhee et. al. 1989]. Scinderin shows a difference in the consensus sequence in one of PIP2 binding motifs – there 
is an alanine instead of a lysine in position 119 [Figure 3]. Consequently, it appears that the replacement of the KK motif 
by a KA one would impair the ability of scinderin to interact with PIP2. However, published evidence on site-directed 
mutagenesis of gelsolin has shown that a gelsolin mutant with a single lysine [K] in the ‘X Box’ substituted by alanine 
[A] does not show any decrease in either PIP2 binding or its ability to modulate the severing activity [Yu et. al. 1992]. As 
with gelsolin, the second PIP2-binding site of scinderin overlaps with the second actin-binding site. This would explain, 
at least in part, the inhibitory effect of PIP2 on gelsolin and scinderin F-actin severing activities [Zhang et. al. 1996]. The 
binding of PS to scinderin S1 domain [Rodríguez Del Castillo et. al. 1992; Marcu et. al. 1994] is a property not described 
for gelsolin [Janmey et. al. 1987]. The amino acid sequence responsible for the binding of PS is still unknown. However, 
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we have proposed earlier that plasma membrane PS might provide a binding site for scinderin on the inner surface of the 
membrane [Rodríguez Del Castillo et. al. 1992]. This hypothesis is based on the following facts: a) that scinderin binding 
to PS liposomes in the presence of other cytosolic proteins is higher at pH 6 and 10-8 M Ca2+., a condition similar to that 
found in resting cells [Rodríguez Del Castillo et. al. 1992; Marcu et al 1994] and b) under resting conditions in secretory 
cells (i.e. chromaffin cell), scinderin cortical cell distribution does not depend on its binding to actin [ Vitale et. al. 1991; 
Marcu et. al. 1994].

SCIN, the scinderin gene, is located in chromosome 7 [Cytogenic location7p21.3, Accession number AB067492: 
GenBank; Nagase et. al. 2001]. It has been shown that SCIN is conserved in chimpanzee, Rhesus monkey, dog, cow, 
mouse, rat, chicken, zebrafish and frog. The SCIN promoter has also been described and characterized in our laboratory 
[Trifaró et. al. 2008]. The promoter shows the presence of several Ap2 and four dioxin responsive element [DRE] motifs 
at -14, -31, -185 and -217 upstream of the scinderin initiation site ATG. DREs are recognition sites for the transcription 
factor aryl hydrocarbon receptor [AhR], and its presence in a secretory cell (i.e., chromaffin cell) has been demonstrated 
[Trifaró et al, 2008]. The activation of scinderin’s promoter in vitro by two AhR ligands; 2, 3, 7, 8-tetrachlorodibenzo-
p-dioxin [TCDD], and all trans-retinoic acid [ATRA] with the consequent increase in scinderin transcription and over-
expression was also demonstrated. Treatment of chromaffin cell cultures for 48 hr. with either 10 nM TCDD or 10 µM 
ATRA resulted in high levels of scinderin expression and potentiation of cell depolarization-induced F-actin disassembly 
and catecholamine release [Trifaró et. al. 2008].

3. Scinderin in the secretory process

The F-actin severing activity of scinderin seems to play a role in cell secretion [Vitale et. al. 1995; Zhang et. al. 1996; 
Marcu et. al. 1996].  Scinderin is present in secretory cells, including chromaffin cells [Rodríguez del Castillo et. al. 1990] 
and platelets [Rodríguez Del Castillo et. al. 1992]. In chromaffin cells, scinderin is highly concentrated in the cortex 
[Vitale et. al. 1991], showing a distribution similar to that of filamentous actin [Vitale et. al. 1991].  Immunocytochemical 
experiments have shown that cell stimulation simultaneously induces cortical F-actin disassembly and redistribution of 
subplasmalemmal scinderin [Vitale et. al. 1991].  Stimulation removal allows cells to recover actin and scinderin cortical 
localization, as demonstrated by immunocytochemistry [Vitale et al 1991]. However, cortical scinderin distribution is 
recovered before cortical actin distribution, suggesting that scinderin is bound to structures other than cortical actin at the 
subplasmalemmal zone of the cell [Vitale et. al. 1991], as indicated above. Consequently, cortical F-actin acts as a barrier 
to the free movement of secretory vesicles to release sites (Figure 4), and only during cell stimulation-induced Ca2+ entry, 
cortical F-actin is disassembled through a Ca2+ dependent activation of scinderin (Vitale et. al. 1991). This would allow 
the movement of secretory vesicles (Figure 4) towards release sites on the plasma membrane [Vitale et. al. 1991; Trifaró 
et. al. 1992, Vitale et. al. 1995]. Areas of actin disassembly correspond to plasma membrane areas of vesicle exocytosis 
as the experiments with dopamine β-hydroxylase antibodies have demonstrated [Trifaró et. al. 1993]. Ultrastructural 
[Tchakarov 1998] and path clamp experiments [Vitale et. al. 1995] have confirmed this hypothesis. Secretory vesicles 
are in different cellular pools (Reserve pool: Pool A; Readily-releasable: Pool B, Immediately-releasable: Pool C), where 
vesicles are in various states of release ability. The transit of vesicles between compartments is not random, but an event 
controlled and regulated by Ca2+, the cortical actin network and their regulatory proteins [Trifaró 1997]. Myosin V seems 
to be the molecular motor involved in the transport of secretory vesicles from the reserve pool to the release-ready vesicle 
pool [Rosé et. al. 2003].
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Figure 4. A) Fluorescence microscopy and B) video-enhanced image analysis of F-actin fluorescence profiles 
(rhodamine-phalloidin staining) in chromaffin cells under controlled or stimulated conditions. (C) shows the effects of 
different treatments on the percentage of cells displaying cortical F-actin disassembly. Control cells in (A) and (B) show a 
contiguous and bright fluorescent cortical ring (open arrowheads). 4α-PMA is an inactive isomer of PMA. Stimulation with 
nicotine, high K+ and PMA caused the disruption of the cortical fluorescent ring (actin disassembly). Some fluorescent 
patches are shown by closed arrowheads. B) Three-dimensional image analysis of cells shown in (A). In stimulated cells 
[c, d and f], the cortical fluorescence patterns show irregularities such as valleys and peaks. The peaks correspond to the 
fluorescent patches of cells shown in (A). The four panels on the right show electron micrographs of isolated adrenal 
chromaffin cells, control in upper panels and stimulated in lower panels. (A) shows a control cell with a cortical zone of 
150nm, practically devoid of secretory vesicles. In this exclusion zone, only few secretory vesicles (about 200 vesicles 
per cell) are located close (0-50 nm) to the plasma membrane (closed arrowhead). (A’) shows a large magnification of the 
area within the box in (A). Most secretory vesicles in control cells are situated at about 150 nm from the plasma membrane 
and separated from the plasma membrane by cortical F-actin. B) stimulated cells show an increased number of secretory 
vesicles in the 0-50 nm area (open arrowheads). These are areas of cortical F-actin disassembly and exocytosis. This can 
be seen at higher magnification in (B’). Magnification: 234x (A); 10,773x (B); 51,072x (A’ and B’). Bar: 1µm.

Figure 5. Co-expression of green fluorescent 
protein [GFP]-fused Scinderin [Sc] and human 
growth hormone [hGH] gene in chromaffin cells.  A 
diagram of the components of the two vectors used 
in co-transfection is shown at the top of the figure. 
Co-transfected cells were fixed, permeabilized 
and stained for hGH using a polyclonal antibody 
against hGH. The immunocytochemistry panel 
shows a co-transfected cell stained for hGH and, 
at the same time, expressing GFPSc1-6. In these 
experiments, co-transfected chromaffin cells 
synthesized hGH and stored it in chromaffin 
vesicles (dopamine B-hydrolase positive vesicles). 
Several Sc constructs [Sc1-2, Sc5-6, Sc5, ScL5, 
ScABS2] were also prepared and co-transfected 
with the hGH carrying vector. See Figures 6 and 7 
and Dumitrescu et. al. [2005].
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Four approaches followed in our laboratory have demonstrated a role of scinderin in secretion:

1) Ca2+-induced F-actin disassembly and exocytosis from permeabilized chromaffin cells and platelets was increased 
by recombinant scinderin [Zhang et. al. 1996; Marcu et. al. 1996]. No effects were observed when recombinant scinderin 
was devoid of actin-binding sites 1 and 2 (truncated Sc). Recombinant scinderin-evoked increases in exocytosis of 
catecholamines and serotonin in permeabilized chromaffin cells and platelets, respectively, were inhibited by exogenous 
G-actin, by two peptides with sequences corresponding to the two scinderin actin-binding sites (ScABS1 and ScABS2), 
and by PIP2,, an inhibitor of scinderin activity [Zhang et. al. 1996; Marcu et. al. 1996]. These results were confirmed 
in mouse pancreatic β-cells, where three peptides with sequences corresponding to each of three actin-binding sites of 
scinderin inhibited insulin stimulated secretion as measured by patch clam [Trine et. al. 2000].

Figure 6. Effects of over-expression of scinderin [S1-6] and a construct [Sc1-2] with F-actin severing activity on 
cortical F-actin disassembly and human growth hormone [hGH] release from chromaffin cells upon high K+-induced 
cell depolarization. A schematic representation of constructs is shown at the bottom of the figure. A potentiation of both 
cortical actin disassembly and hGH release is observed in cells over-expressing Sc 1-6 and Sc1-2.  Control cells were co-
transfected with vector [pEGPP] alone [Dumitrescu et. al. 2005].

2) Oligonucleotide targeting the scinderin gene SCIN decreased the expression of scinderin and depolarization and/
or Ca2+-evoked F-actin disassembly and exocytosis, either in intact or permeabilized secretory cells (Figure 8A) [Lejen 
et. al. 2001].

3) The promoter region of SCIN has, as indicated above, dioxin-responsive element [DRE] sequences and binding 
sites for the transcription factor aryl hydrocarbon receptor (AhR), a receptor shown to be present in chromaffin cells. 
Ten nM TCCD (2,3,7,8-tetra-chlorodibenzo-p-dioxin) or 10 µM ATRA (all trans-retinoic acid), both ligands for the 
AhR, increased scinderin expression and potentiated stimulation induced F-actin disassembly and exocytosis (Figure 8B) 
[Lejen et. al. 2003; Trifaró et. al. 2008].
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4) Similar potentiation of F-actin disassembly and exocytosis was observed with vector-mediated expression of full 
length scinderin or its active domains S1-Sc2 (Figure 6) [Dumitrescu et. al. 2005].  On the other hand, vector-mediated 
expression of scinderin domains S5-6, S5 or ScABS3 (a peptide with the amino acid sequence of actin-binding site 3), 
all with actin nucleating activity, decreased F-actin disassembly and exocytosis (Figure 7) [Dumitrescu et. al. 2005]. 
All these effects were probably due to an increase or decrease in the number of chromaffin vesicles at release sites (see 
also Figure 4). Additional experiments suggest that scinderin acts as a molecular switch during the secretory cycle; thus 
inducing F-actin disassembly when intracellular Ca2+ increases and, later in the cycle, when Ca2+ has returned to normal 
levels, promoting actin nucleation (through the third actin-binding site in domain S5) and polymerization with restoration 
of cortical actin networks [Dumitrescu et. al. 2005].

Figure 7.  Effects of over-expression a [Sc5-6] construct with actin-nucleating activity on cortical actin and human growth 
hormone [hGH] release from chromaffin cells upon high K+-induced cell depolarization. A schematic representation of 
the Sc construct is shown at the bottom of the figure. Both cortical actin disassembly and hGH release were significantly 
decreased in cells co-transfected with Sc5-6. Similar results were obtained with other constructs [Sc5, ScABS2] with 
actin-nucleating activity. ScL5, a construct without a scinderin nucleation site, did not show an inhibitory effect on 
cortical actin disassembly and hGH release [Dumitrescu et. al. 2005].

There is also a second cellular mechanism that controls actin networks in secretory cells involving protein kinase C 
activation and induction of a myristoylated alanine-rich C kinase substrate (MARKS) phosphorylation [Elzagallaai et. al. 
2000, 2001, Rosé et. al. 2001]. MARKS cross-links actin filaments and stabilizes actin networks. Its phosphorylation by 
protein kinase C activation eliminates the cross-linking of actin filaments with the consequent actin filament disassembly 
[Rosé et. al. 2001]. Contrary to receptor activation of Ca2+ entry through plasma membrane Ca2+ channels, a requirement 
for scinderin activation, MARKS-dependent actin filament disassembly is mainly observed when Ca2+ is released from the 
endoplasmic reticulum [Zhang et. al. 1995, Trifaró et. al. 2000]. This is observed when cells are stimulated by histamine 
[Zhang et. al. 1995].
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Figure 8. A) Intact or permeabilized chromaffin cells were stimulated for 60 sec. with 56 mM K+ or 20 :M Ca2+ 
respectively.  Cell cultures were previously incubated for 72 hr. with either scinderin antisense oligodeoxynucleotide (AS) 
or its oligodeoxynucleotide mismatch (MM, control). At the bottom, Western blots of samples from the cultures showing 
decreased scinderin expression in the AS-treated cells. Similar effects were observed with cortical F-actin disassembly. 
B) and C) Scinderin gene promoter stimulation: Cell cultures were treated with 10 µM ATRA or 10 nM TCCC for 48 hr. 
and then, stimulated by high K+. A potentiation of B) F-actin disassembly and C) [3H]-noradrenaline output was observed 
[Trifaró et. al. 2008].

4. Scinderin in cell maturation and differentiation

Acute megakaryoblastic leukemia (M7) is a recognized disorder characterized by rapid proliferation of atypical 
megakaryocytes and their precursor cells. This disease is often associated with myelofibrosis. Cell lines have been 
established with cells from patients with this disease [Ogura et. al. 1985] and these cells have shown some degree of 
differentiation with phorbol ester (PMA) treatment. Megakaryopoiesis is a complex process that involves the proliferation 
of committed precursor cells and their differentiation with nuclear polyploidization, leading to platelet formation [Leven 
and Yee 1987]. This process is thought to be regulated by a lineage-specific humoral factor called thrombopoietin.  After 
differentiation, the fate of megakaryocytes is apoptosis, with cell fragmentation resulting in cytoplasmic areas released as 
newly formed platelets [Zauli et. al. 1997].

Cells from patients with this disorder and cell lines established from this type of leukemia showed the presence of 
gelsolin but the absence of scinderin expression (Figure 9A) [Zunino et. al. 2001]. These two actin filament-severing 
proteins are present in normal megakaryocytes and platelets [Rodríguez Del Castillo et. al. 1991]. Vector-mediated 
expression of scinderin in the megakaryoblastic cell line MEG-01 induced a decrease in both F-actin (Figure 9B) and 
gelsolin. This was accompanied by increased Rac2 expression and by activation of the PAK/MEKK.SEK/JNK/c-jun, 
c-fos transduction pathway [Zunino et al 2001]. An increase in Rac might be the result of the decreased expression of 
gelsolin observed in these cells, because it has been demonstrated that there is a reciprocal correlation between gelsolin 
and Rac expressions [Azuma et. al. 1998]. Indeed, in experiments with MEG-01 cells, a good reciprocal correlation 
between the levels of these 2 proteins was also observed [Zunino et. al. 2001].  In gelsolin-null mice, Rac is overexpressed 
and the re-expression of gelsolin in these animals restores normal levels of Rac [Azuma et. al. 1998]. The Raf/MEK/ERK 
pathway was also activated in these cells.  There was evidence that an earlier activation of the Raf-MEK-ERK pathway 
increased expression of platelet antigen CD41a between days 4 and 8 in cell culture.



// Vol. 1, No. 1, December 2019 

28

Scinderin, an actin severing and nucleating protein: molecular ...

Figure 9. Effect of scinderin expression and filamentous actin content in MEG-01 cells. A) Fluorescence microscope 
images of cells stained with scinderin (Sc) antibodies and rhodamine phalloidin (a probe for F-actin) after transfection 
either with vector pcDNA3 (2 left panels) or with Sc cDNA carrying vector pcDNA3-Sc (2 right panels). B) Image 
analysis data of the fluorescent cells described in panel A.  C) Western blot analysis carried out with actin antibody of 
wild type (WT) cells and transfected cells. S: supernatants and sediments of Triton-100 insoluble extracts (I). Twelve 
preparations of pcDNA3-transfected cells were analyzed, and 18 preparations from 3 different clones (6 from each clone) 
were measured for pcDNA3-Sc–transfected cells (*P < .001) [Zunino et. al. 2001].

Figure 10.  Effect of scinderin expression on MEG-01 volume and nucleus number. Cells transfected with either pcDNA3 
or pcDNA3-Sc were cultured for 8 days after removal of the antibiotic G 418. A) and B) Cells were then fixed and stained 
with Wright-Giemsa, and (A) volumes of pcDNA3 (n = 484) and pcDNA3-Sc (n = 600) transfected cells were measured 
(*P < .001). B) Comparison of gated DNA distribution of 35 000 cells transfected with pcDNA3 and the same number of 
cells transfected with pcDNA3-Sc (clone Sc I-E). Similar results were obtained with 5 other Sc expressing clones [Zunino 
et. al. 2001]. 
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Transduction pathway activation was followed by cell volume increase (Figure 10A) differentiation (Figure 11), 
polyploidization (Figure 10B), maturation (Figure 11), and apoptosis with release of platelet-like particles. Particles 
expressed surface CD41a antigen (glycoprotein IIb/IIIa or fibrinogen receptor), had dense bodies, high-affinity serotonin 
transport, and circular array of microtubules [Zunino et. al. 2001]. Treatment of particles with thrombin, and similar to 
normal platelets, induced serotonin release and aggregation that was blocked by CD41a antibodies. PAC-1 antibodies also 
blocked aggregation [Zunino et. al. 2001].

Similar to chromaffin cells, and as discussed above, stimulation of the MEG-01 transcription factor AhR by two of 
its ligands (dioxin and ATRA, see above) induced expression of scinderin, polyploidization and expression of antigen 
CD41a (Figure 12); all manifestations of maturation and differentiation. Exposure of cells to PD98059, a blocker of MEK, 
inhibited all: antigen CD41a expression, increases in cell volume, and number of protoplasmic extensions [Zunino et. al. 
2001]. Therefore, it seems that the restitution of scinderin expression in human megakaryoblastic leukemia cells activates 
specific transduction pathways leading to cell differentiation and maturation.

Figure 11. Cells, cultured for 12 days, were also fixed and stained with Wright-Giemsa (E-G) or rhodamine phalloidin, 
a probe for F-actin (I), or they were immunostained with a Sc antibody (H). Cells transfected with pcDNA3 (E) showed 
a large single nucleus surrounded by a thin layer of cytoplasm (×400). F) Cells expressing Sc (pcDNA3-Sc) were much 
larger and were multinucleated or had multi-lobulated nuclei, abundant cytoplasm, and numerous cytoplasmic extensions 
(×40). G) Same cells at a large magnification (×1000). Distribution of Sc (H) and filamentous actin (I) in a double-
stained cell (×1200). There was some degree of correlation between the distribution of the 2 markers, especially in the 
cytoplasmic extensions (arrowheads).
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Furthermore, it has also been demonstrated that scinderin is up-regulated during chondrocyte maturation, and the 
observed increased expression of Indian hedgehog (Ihh) and collagen type X is indicative of chondrocyte differentiation 
[Nurminsky et. al. 2007].  As with MEG-01 cells, the MEK-ERK pathway was activated and its inhibition blocked 
chrondrocyte differentiation [Nurminsky et. al. 2007].

5. Scinderin in cancer

As discussed above, the expression of the scinderin gene in MEG-01 cells induces their maturation and differentiation.  
Moreover, cell proliferation and cell ability to form tumors in nude mice were also inhibited by the expression of scinderin 
[Zunino et. al. 2001]. An important observation in this study was the fact that cells expressing scinderin either did not 
form tumors in nude mice or that the small tumors observed in two of nine cases have histologic characteristics different 
from those large, solid, and vascularized tumors observed in mice injected with cells previously transfected with vectors 
alone (Figure 13). The two small tumors produced by pcDNA3-Sc–transfected cells showed cells in apoptosis surrounded 
by large numbers of platelet-like particles, a situation similar to that observed in vitro. Therefore, it seems that the 
restitution of scinderin expression in human megakaryoblastic leukemia cells activates specific transduction pathways 
leading not only to cell differentiation and maturation, but also to the inhibition of proliferation and tumor formation 
(Figure 13). Whether these cells had acquired all characteristics of normal cells, including lack of tumorigenesis, remains 
to be determined.

Figure 12. Flow cytometry showing an Increase of CD41a (glycoprotein IIb/IIIa or fibrinogen receptor) expression in 
MEG-01 cells by stimulation of scinderin promoter with a TCDD 21-day treatment. An Increase expression of 15.4 times 
was observed. Activation of the Raf/MEK/ERK was involved in this increased CD41a expression [Zunino et. al. 2001].

Scinderin expression was absent from human megakaryoblastic leukemia cells as well as from cell lines derived from 
these malignant cells [Zunino et. al. 2001]. On the other hand, scinderin is also well expressed in other types of malignant 
cells [Abouzahr et. al. 2006, Miura et. al. 2012, Hasmim et. al. 2012, Wang et. al. 2014].

In the prostate carcinoma cell line PC3, the knock down of the SCIN gene by a lentivirus-mediated RNAi technique 
inhibited the proliferation and colony formation ability of these cells. Moreover, a cell cycle analysis showed that decreased 
SCIN expression lead to GO/G1 cell cycle arrest through the regulation of cell cycle genes, such as p21Waf1/Cip1, cyclin-
dependent kinase inhibitor 2A (CDKN2A, p16ln4A) and cyclin A2 [Wang et. al. 2014]. These results allowed the authors 
to conclude that SCIN plays an important role in the proliferation of prostate cancer cells and that inhibition of SCIN 
expression may be a potential therapeutic method in this cancer type.

Similarly, a non-small-cell lung carcinoma cell line rendered resistant to T cell lysis (CTL) showed over-expression 
of actin-related genes EFNA1 and SCIN. These cells resistant to CD8+ cytolytic T lymphocytes also displayed strong 
morphological changes and alterations of the actin cytoskeleton [Abouzahr et. al. 2006]. Silencing of these genes using 
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RNA interference resulted in a restoration of normal cell morphology and a significant attenuation of variant resistance 
to CTL killing. Consequently, a shift in cytoskeletal organization may allow cancer cells to promote their resistance to T 
cell lysis.

Cisplatin is a most effective antitumor agent available against bladder cancer. It promotes apoptosis of bladder cancer 
cells. Unfortunately, bladder cancer cells develop a resistance to cisplatin with time. During cell resistance to the drug, 
cancer cells show overexpression of several proteins [Miura et. al. 2012]. Scinderin was one the most highly over-
expressed (4 fold up-regulation) proteins in this cisplatin-resistance cell line (HT1376-CisR). SCIN mRNA knockdown 
significantly reduced cell proliferation with increased mitochondrial mediated apoptosis. Immunoprecipitation studies 
revealed mitochondrial voltage dependent anion channels (VDACs) to be bound to scinderin. SCIN silencing by siRNS 
transfection showed apoptosis in HT1376-CisR cells cultured with cisplatin. The results of this study suggested that 

Figure 13. Expression of scinderin inhibits tumor growth 
in nude mice. Balb/c nude mice were injected with cells 
cultured for 14 days after transfection with either vector 
(pcDNA3) alone or with the same vector carrying a 
full-length insert of Scinderin cDNA (pcDNA3-Sc). A) 
Tumor volumes after subcutaneous injection (Inj) with 
107 cells in 100 μL saline for each condition. Open and 
closed circles represent mean ± SEM from 2 groups of 
9 mice each (*P < .05). †All pcDNA3-transfected mice 
were killed at 3 weeks after injection in accordance with 
institutional animal care policies. B) Hematoxylin-eosin 
staining of a section from a large tumor produced by 
pcDNA3-transfected cells. The histology of 8 remaining 
tumors in this group was similar, and so was that of tumors 
formed by wild-type cells. C) Similar staining of a section 
from 1 of the 2 small tumors produced by pcDNA3-Sc-
transfected cells showing apoptotic nuclei surrounded by 
numerous platelet-like particles. The second small tumor 
in this group had a similar histology [Zunino et. al. 2001].
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scinderin is somehow involved in cancer cell resistance to cisplatin through an interaction with the mitochondria VDAC 
[Miura et. al. 2012].

It has also been found that high levels of scinderin expression in gastric cell tumors was correlated with poor overall 
survival of patients. Silencing of the SCIN gene effectively suppressed the migratory and invasive capabilities of human 
gastric cancer cells in vitro and tumorigenicity and metastasis in vivo. In this case, the formation of filopodia and the 
expression of Cdc42, a filopodia regulator, are inhibited [Liu et. al. 2016]. However, additional studies have shown that, 
although ephrin-A1 and scinderin are highly expressed in head and neck cancers, this overexpression is not sufficient 
criteria for prognosis in cancer patients. [Hasmim et. al. 2013].

It is very rewarding for us to see how the discovery and early studies on scinderin done in our laboratory have 
triggered research on possible roles of this protein in cancer.

6. General inferences

Scinderin is a protein that belongs to the family of gelsolin and villin, which are filamentous actin-severing and capping 
proteins. Like gelsolin and villin, the scinderin actin-severing activity resides in its NH2-terminal half [Marcu et. al. 1994], 
precisely in domains 1 and 2 [Marcu et. al. 1994; 1996, Zhang et. al. 1996]. The actin-nucleating activity of scinderin 
is in domain 5 of the protein [Marcu et. al. 1998]. The F-actin severing activity of scinderin seems to play a role in cell 
secretion. In secretory cells, scinderin is highly concentrated in the cell cortex [Vitale et. al. 1991], showing a distribution 
similar to that of filamentous actin [Vitale et. al. 1991]. Cortical F-actin acts as a barrier to the free movement of secretory 
vesicles to release sites and, only during the cell stimulation induced Ca2+ entry, cortical F-actin is disassembled [Vitale et. 
al. 1991] through the activation of scinderin [Vitale et. al. 1991]. This would allow the movement of secretory vesicles to 
release sites on the plasma membrane [Vitale et. al. 1991, Trifaró et. al. 1992]. Moreover, two PIP2-binding sites have been 
described for scinderin and, as in gelsolin, they are present in domains 1 and 2. PIP2 inhibits the actin-severing activity 
of scinderin [Zhang et. al. 1996]. Several experimental approaches have been used to demonstrate the role of scinderin in 
the secretory process, and these have been discussed above. Therefore, it seems that during the secretory cycle, scinderin 
acts as a molecular switch, first removing the cortical F-actin barrier (F-actin severing) allowing movement of secretory 
vesicles to release sites (release-ready vesicle pool) on the plasma membrane and, later in the cycle, by inducing G-actin 
assembly (G-actin nucleation) and reconstitution of cortical F-actin networks [Dumitrescu et. al. 2005]. The position of 
the switch (disassembly↔assembly) would be controlled by the concentration of the intracellular Ca2+, which increases 
during depolarization and decreases by sequestration into mitochondria and ER during repolarization. The promoter of 
SCIN, the scinderin gene, has been characterized and its important responsive elements described. An activation of the 
SCIN promoter by two ligands of the transcription factor aryl hydrocarbon receptor [AhR] has been demonstrated. This 
activation increased scinderin expression with a consequent potentiation of stimulation-induced cortical actin disassembly 
and exocytosis.

A role for scinderin in the life cycle of megakaryocytes has been suggested [Zunino et. al. 2002].  Scinderin seems 
to be involved in the maturation, differentiation and apoptosis of these cells, with release of newly formed platelets. 
Moreover, the stimulation of SCIN promoter by transcription factor AhR ligands also induced over-expression of scinderin 
accompanied by cell differentiation and maturation. A similar role for scinderin in the differentiation and maturation of 
chondrocytes has been described.

A role for scinderin in cancer is also emerging, although more substantial research is needed in this area to elucidate 
scinderin’s function in this pathological condition. It has been suggested that scinderin is over-expressed in tumor cells 
showing resistance to cisplatin and CD8+ T lymphocyte-mediated cell lysis, and that silencing the SCIN gene restores 
sensitivity to CD8+  T cell lysis and cisplatin. On the other hand, the SCIN gene is silenced in megakaryocyte leukemia cells 
and a vector-mediated expression of scinderin induces cell maturation, differentiation, apoptosis and anti-tumor effects. 
This is always accompanied by changes in cell morphology due to cytoskeleton re-arrangements. Silencing the SCIN 
gene has anti-proliferation effects in some cancer cells (i.e., bladder, lung, prostate), whereas in others, over-expression 
(i.e. megakaryoblastic leukemia) is necessary to see anti-proliferation effects [Zunino et. al. 2001]. In this case, it may be 
due to the fact that the over-expression of scinderin either by vectors carrying the gene or by the stimulation of the gene 
promoter, a condition that induces maturation and differentiation of the megakaryoblatic cells and this “differentiated” 
cells, enter the normal life cycle of a megakaryocyte, which ended in apoptosis, cell fragmentation with liberation of 
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platelets [Zunino et. al. 2002]. If, as in this case, it would be possible to differentiate other type of tumor cells, a new area 
of treatment would be developed by inducing “cell maturation and/or differentiation”.
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Abstract
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Aires during 2016 and 2017. The last trial used an algorithm devel-
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also be presented in this paper.
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1. Introduction

Type 1 Diabetes Mellitus (T1DM) is a disease characterized by the inability to produce insulin, due to the destruction of the
pancreatic β -cells. Insulin deficiency generates chronic hyperglycemia that can be related to several health complications,
like the acceleration of Atherosclerosis [1]. In order to regulate their glucose levels, patients have to be continuously
measuring their glycemia, and calculating how much insulin they need, making T1DM an extremely demanding disease.
On the other hand, Insulin Intensive Treatment (IIT) is also associated with an increase risk of hypoglycemia [2].

An Artificial Pancreas (AP) is a system that automatically modulates patient’s insulin infusion rate in order to maintain
his/her blood glucose within safe limits. Although intravenous AP is possible [3], both measurement and infusion are, in
general, performed subcutaneously via a Continuous Glucose Monitoring (CGM) sensor, and a Continuous Subcutaneous
Insulin Infusion (CSII) pump, respectively. This represents a minimally invasive AP scheme that allows ambulatory use,
but unfortunately, makes the control problem much harder. Amongst other difficulties, lag-times and errors in glucose
measurement and insulin action, nonlinearities, large dynamic uncertainties and technical difficulties (sensor dropouts
and insulin set failure) have to be coped with (see [4] and [5] for a complete review of the challenges in the development
of an AP system). It is worth remarking that even rapid-acting insulin introduces a significant delay that affects the
performance of a glucose controller [5]. Actually, this is the main limitation for AP systems, considering that according
to pharmacodynamics profiles the peak of insulin action occurs about 70 min after infusion [6].

The AP development has been accelerated by the use of elaborated simulators, such as the UVa/Padova metabolic
simulator which was accepted by the US Food and Drug Administration (FDA) in lieu of animal trials ( [7, 8]. Recently,
clinical trials were performed in different countries of the EU, USA, Israel and Australia [9–12]. The great majority of the
control algorithms that have been clinically tested are based on Proportional-Integral-Derivative (PID), Model Predictive
Control (MPC) or fuzzy logic controllers. Generally, they are hybrid (semi-automatic) control loops, where the controller
action is complemented with premeal insulin boluses in both the single-hormone [13–17] and the dual-hormone [18, 19]
AP. Although the injection of an open-loop bolus based on the carbohydrate intake facilitates the reduction of postprandial
glucose values [20], inaccurate carbohydrate counting is frequent [21]. In [19] meal announcement is not required, but
it is suggested in order to trigger a meal-priming bolus based on a meal size classification akin to the proposal of [22, 23].

Studies involving fully closed-loop AP systems can be found in [24, 25] and more recently in [26–29]. Despite
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promising results, there is still a strong compromise between the aggressiveness of the control action and the postprandial
glucose excursion. This compromise exists even when meals can be anticipated based on a probabilistic approach like
the one presented in [30]. If the controller is not aggressive enough to a meal perturbation, then prolonged hyperglycemia
may occur [20, 26]. On the other hand, if the controller is too aggressive, there is a higher risk of insulin overdosing, and
consequently, postprandial hypoglycemia [28]. The latter is partially because the effect of the meal on the CGM signal
is not immediate, and therefore, the insulin response generated by the controller to cope with the meal is delayed several
minutes. It should also be considered that in the standard open-loop basal-bolus treatment, a unique insulin bolus is applied
at meal times. Instead, in a feedback control scheme, multiple insulin boluses are generated in response to the change in
the CGM signal. Furthermore, because the counter-regulatory response in people with T1DM is often compromised, the
response of an AP control algorithm should be less aggressive than the β -cell’s secretory response [5]. As a consequence,
fully closed-loop systems have an increased risk of initial hyperglycemia and late hypoglycemia during meals in comparison
with semi-automated hybrid strategies. In [29], this problem is reduced, because the insulin bolus to cover the meal is
not generated by the multivariable adaptive controller per se, but by an additional module that infuses an insulin bolus
when a meal is detected. A very recent set of articles in this area can be found in [31].

In this paper, relatively unexplored control techniques in the field are proposed to address the glucose control paradigm,
and take a step forward towards a fully automatic control loop. In particular, a couple of Linear Quadratic Gaussian (LQG)
controllers are employed as main feedback controllers in combination with a sliding-mode safety layer to include Insulin
on Board (IOB) constraints. Both LQG controllers are arranged into a switched structure to cope with the trade-off between
prandial and fasting periods by triggering the controller into an aggressive mode during meals. The combination of the
switched LQG controller with the safety mechanism allows compensating for delays associated with subcutaneous insulin
infusion. When the aggressive mode is triggered, an insulin spike is generated. This mimics the first-phase insulin secretion
of the β -cell response [5]. On the other hand, the purpose of the safety layer is to reduce the insulin infusion commanded by
the switched LQG controller when a predefined IOB limit is going to be violated. This latter characteristic can be associated
with the suppression of the β -cell in proportion to plasma insulin levels [5]. In this way, an initial “under-damped” insulin
response can be generated to compensate for insulin delays, without increasing the risk of postprandial hypoglycemia. It
is worth remarking that here it is the first time the safety layer is employed to adapt a closed-loop control without premeal
insulin boluses.

The proposed control structure also intends to simplify both controller tuning and implementation. This facilitated
its in vivo validation in a clinical trial, where it was tested on five T1DM adults during 36 hours without carbohydrate
counting. This was the second phase of the first AP clinical trial campaign in Latin America. In the first phase a hybrid
controller was tested in the same site and by the same team [32].

2. From The Conventional Therapy to Fully Automatic Control

As it was previously mentioned, patients with T1DM are insulin dependent. This means that, according to the conventional
therapy, they should monitor their glucose concentration levels and administer insulin injections every day for the rest
of their lives. This makes T1DM a highly demanding disease for both the patients and their families. For example, the
patient not only has to maintain a basal insulin delivery to stabilize fasting glucose levels, but also has to count the amount
of carbohydrates present in every meal before eating in order to calculate how much insulin is necessary to counteract
its effect. Sadly, this calculation is far from being exact in real life, which is why the patient is constantly exposed to
hyperglycemia (in the case of an underestimation of carbohydrates) and hypoglycemia events (in the case of overestimation
of carbohydrates). Also, there exists a risk of hypo and hyperglycemia due to the effects of stress, physical activity and
other multiple situations related to every day life that end up having an impact on the glycemic levels of the patient, and
therefore, in his/her quality of life. This is why automatic regulation of glycemia in T1DM is a issue that dates to the
beginnings of the 1960’s. At first, the intravenous route was considered for both insulin infusion and glucose monitoring.
Afterwards, alternative routes were analyzed, but the biggest breakthrough was in the 1990’s with the appearance of the
continuous glucose monitor (CGM). This allowed to go from having a few measurements a day to having them every
5 minutes or less through a minimally invasive procedure. Fig. 1 shows a diagram of this monitoring system. Its main
disadvantage is that there exists a delay between what is being measured in the interstitial space and the actual plasma
glucose levels.

Regarding insulin infusion, the first continuous subcutaneous insulin infusion (CSII) pumps emerged in the mid 1970’s.
Even though the implantable pumps in the peritoneal cavity represent a more suitable alternative from the physiological
point of view, the subcutaneous pumps, as they are less expensive and invasive, prevailed alongside CGMs as the main
elements for an AP. Nevertheless, what is known in the scientific community as an AP needs to have, apart from the CGM
and the CSII pump, an element to close the loop. This element is the control algorithm that is in charge of calculating the
adequate amount of insulin to be infused according to the CGM readings (see Fig. 2). Calculating the adequate insulin dose
is not an easy task. Some of the biggest challenges that the control algorithm must face are:

• The subcutaneous route introduces a delay between the CGM measurements and the actual plasma glucose levels.
Additionally, the measurements usually have significant error, which is why CGMs require daily calibrations.
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Figure 1. Continuous glucose measurement in the interstitial space.

• Like subcutaneous measurements, there exists a delay of several minutes associated to the absorption of the insulin
that is infused at a subcutaneous level. In fact, the peak in the insulin action occurs approximately 1 hour after it has
been infused, and its effect prevails for several hours. This means that the decision that is made every instant regarding
how much insulin to administer, has prolonged consequences in time. An associated effect is the accumulation of
active insulin, or what is known as Insulin On Board (IOB). In consequence, not taking into account past infusions
might lead to insulin-induced hypoglycemia due to insulin stacking.

• The response to the same insulin dose varies from patient to patient (inter-patient variability).

• The same patient might respond differently to the same dose of insulin in different occasions (intra-patient variability).

A fundamental aspect to increase the celerity in the AP development was the progress of computational models of the
insulin-glucose dynamics. Generally, the design of a control algorithm is based on a mathematical model of the system to
be controlled. This is why numerous simulation models describing T1DM have been reported. These models have allowed
not only to rapidly progress in the design of different controllers, but also to perform in silico tests previous to in vivo trials
with humans.

3. ARG algorithm

The closed-loop glycemic regulation system with the ARG algorithm for a given # j subject is illustrated in Fig. 3. It can be
seen in the figure that the algorithm has two main components:

• a switched Linear Quadratic Gaussian (LQG) regulator; and

• a safety layer called SAFE (Safety Auxiliary Feedback Element)

In a first instance and with an introductory purpose, the interaction between these two components will be discussed.
Subsequently, each element will be explained with detail.

As it is usual in a closed-loop system, there is a reference signal r, which in this particular case is the desired glucose
concentration at fasting state. The difference between the desired glucose concentration and the one measured by the CGM
is defined as the error signal e, which is the input to the ARG algorithm. A control signal uC is generated by the algorithm,

Figure 2. AP diagram.
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Figure 3. Closed-loop system with the ARG algorithm, where ib, j is the patient-specific basal rate, and r is the reference
glucose concentration.

which corresponds to the switched LQG output. Since there is not integral action in order to avoid insulin stacking, the
basal infusion of the patient ib, j is added to the uC , thus generating the signal u. If the SAFE block is not present, the signal
u would command the patient’s insulin pump. However, the presence of the SAFE layer, where u is its input and γ is the
output, modulates the proposed infusion by the switched LQG controller in order to avoid an insulin overdose. In this
way, the control action that commands the insulin pump is uγ , consisting in the infusion proposed by the switched LQG
regulator multiplied by the output of the SAFE block γ .

For a more detailed description of the algorithm, the reader is referred to [33].

3.1 Switched LQG regulator

The switched LQG regulator is constituted by two LQG regulators: on one hand, by default K1 makes smooth corrections
on the basal insulin infusion; and on the other K2 is conceived for fast and aggressive corrections. The commutation to
the K2 controller occurs at meal time and it can be both manual or automatic. If the commutation is produced manually,
the patient must announce the meal time by means of a button, for example. If it is in an automatic manner, there must
be a detection mechanism that allows inferring that the patient has eaten, for example, by means of the CGM signal.
The problem that arises with this mechanism is the strong compromise between a fast detection and an immunity to the
large CGM noise, which is of great importance in postprandial glycemic control. Because of this reason, the authors
have chosen a manual commutation for the first clinical trials, although obtaining good in-silico results of the automatic
mechanism [34–37].

It should be noted that, although the patient must announce the moment of the meal, he does not have to count the
amount of carbohydrates that is about to ingest, translating thus in a lower burden in their daily tasks. Once the meal has
been announced, the algorithm does not commute immediately to the aggressive controller K2, but switches to a listening
mode in which the CGM signal trend is processed. When a sustained rise of the measurements is detected, the commutation
to K2 is produced with the purpose of generating a control action similar to the standard insulin bolus treatment. The
commutation from K2 back to K1 is produced in an automatic manner after 1 hour of operation of the aggressive controller,
but other strategies involving the SAFE layer could be exploited.

A fundamental element when designing controllers are the control oriented models. On one side, models for simulation,
as in the case of the UVA/Padova simulator, are developed in order to offer a response as real as possible, but are often
complex, nonlinear and high order. On the other side, control theory generally applies simpler models in order to obtain
low-order controllers and numerically better conditioned problems. To this end, assumptions over the simulation models
are done, thus obtaining control-relevant low-order models for controller design. The drawback that adds to the obtaining
of control oriented models in T1DM is that, what is commonly known as the plant in control engineering, are people in the
case of T1DM. Thus, the usual identification methods applied to other types of systems, such as an engine, can not be
extrapolated here for obvious reasons. That is why usually in this area, mean models are proposed as a first approach for
describing insulin-glucose dynamics. Nevertheless, as mentioned above, there is a huge inter-patient variability which
makes impossible the task of designing a single controller for all patients. Then, how can control-oriented models be
adjusted? The model can be customized, in most cases, from the patient’s clinical data, such as weight, Total Daily Insulin
(TDI), the insulin to carbohydrate ratio (CR), among others. That is to say, that the control-oriented models are tuned
taking into account the parameters that the patients use daily for their own glucose control.

The ARG algorithm switched LQG regulator is based on a Linear Time Invariant (LTI) version of the Linear Parameter
Varying (LPV) control-oriented model previously developed by two of the authors in [37, 38]. Without going into greater
detail, in [37] a low-order LTI model is proposed, similar to the one in [39], where the input corresponds to the subcutaneous
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Figure 4. Parameter k adjustment process for an adult from the UVa/Padova simulator database.Left: Glucose excursion before 1 U of
insulin for the average LPV model (light-blue solid-line) and nonlinear model (black dashed-line); minimum reachable glucose
concentration given by the 1800 rule (red dashed-line). Upper-right: Absolut error between the obtained and the desired glucose drop.
Lower-right: Evolution of the parameter k.

insulin infusion (in pmol/min) and the output is the glucose concentration deviation (in mg/dl):

G(s) = k
s+ z

(s+ p1)(s+ p2)(s+ p3)
e−15s. (1)

Afterwards, a time varying behavior of the insulin-glucose system is described through the construction of an LPV average
model, by making the parameter p1 vary with respect to glucose concentration g and keeping the rest parameters fixed
as follows: z = 0.1501, p2 = 0.0138 and p3 = 0.0143. The gain parameter k is also time invariant, but is adjusted for
each particular patient, exploding the insulin sensitivity factor of the standard therapy, known as the 1800 rule (may vary
between authors). Given a patient # j, the gain is computed as 1800/TDI j, where TDI j the total daily insulin of the patient,
and represents the glucose drop in mg/dl before an infusion of 1 U of rapid acting insulin. Since insulin sensitivity depends
on the glucose concentration, among other factors, the 1800 rule is verified in average starting from an initial glucose
concentration of 235 mg/dl [37]. Therefore, the adjustment process for obtaining the customized value of k, namely k j, is
that when the model is excited with 1 U of insulin at 235 mg/dl, the result matches the 1800 rule. The larger the glucose
drop, the more sensitive the patient is to insulin, thus, greater is the absolute value of k j. An illustrative example of the
iterative process for obtaining the parameter k j is depicted in Fig. 4 (this could also be done analytically). This process
consists in adjusting the value of k j by means of a Proportional-Integral (PI) discrete controller until the relative error
between the glucose drop by the LPV model and the 1800 rule be less than a small enough value. In summary, a low-order
average LPV model is proposed first, which is then personalized through a parameter easily accessible and known by the
patient. This LPV model has a better fit with the UVa/Padova simulator in terms of the RMSE and also with the ν-gap
metric. The latter indicates a potentially better closed-loop performance when designing a controller based on this LPV
model.

Although previously designed LPV controllers had successful results, the original idea behind the ARG algorithm was
that it would have to have the lowest possible computational cost, in view of its verification in clinical trials. That is why
LQG regulators were selected in order to allow adjusting the aggressiveness in an easy and intuitive way. Hence, for each
patient # j two LQG regulators are designed: Ki, j with i ∈ I = {1,2}, based in the following model:

G j(s) = k j
s+ z

(s+ p∗1)(s+ p2)(s+ p3)
e−15s, (2)

which is the LTI version of the custom LPV model with p∗1 = p1(120). In this case, p1 is set for a concentration of 120
mg/dl, which is the average basal glucose concentration determined in the UVa/Padova simulator.

Since the CGM sensor does not send measures continuously, but every 5 min, the continuous model G j(s) is discretized
by means of a zero-order hold, being expressed by the following realization:

x(k+1) = A jx(k)+B ju∆(k) (3)
y∆(k) =Cjx(k)

with u∆(k) = u(k)− ib, j, and y∆(k) = y(k)−120 mg/dl. Given this realization, a state feedback control is proposed

u∆(k) =−Ki, jx(k) (4)
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between authors). Given a patient # j, the gain is computed as 1800/TDI j, where TDI j the total daily insulin of the patient,
and represents the glucose drop in mg/dl before an infusion of 1 U of rapid acting insulin. Since insulin sensitivity depends
on the glucose concentration, among other factors, the 1800 rule is verified in average starting from an initial glucose
concentration of 235 mg/dl [37]. Therefore, the adjustment process for obtaining the customized value of k, namely k j, is
that when the model is excited with 1 U of insulin at 235 mg/dl, the result matches the 1800 rule. The larger the glucose
drop, the more sensitive the patient is to insulin, thus, greater is the absolute value of k j. An illustrative example of the
iterative process for obtaining the parameter k j is depicted in Fig. 4 (this could also be done analytically). This process
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between the glucose drop by the LPV model and the 1800 rule be less than a small enough value. In summary, a low-order
average LPV model is proposed first, which is then personalized through a parameter easily accessible and known by the
patient. This LPV model has a better fit with the UVa/Padova simulator in terms of the RMSE and also with the ν-gap
metric. The latter indicates a potentially better closed-loop performance when designing a controller based on this LPV
model.

Although previously designed LPV controllers had successful results, the original idea behind the ARG algorithm was
that it would have to have the lowest possible computational cost, in view of its verification in clinical trials. That is why
LQG regulators were selected in order to allow adjusting the aggressiveness in an easy and intuitive way. Hence, for each
patient # j two LQG regulators are designed: Ki, j with i ∈ I = {1,2}, based in the following model:
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which is the LTI version of the custom LPV model with p∗1 = p1(120). In this case, p1 is set for a concentration of 120
mg/dl, which is the average basal glucose concentration determined in the UVa/Padova simulator.

Since the CGM sensor does not send measures continuously, but every 5 min, the continuous model G j(s) is discretized
by means of a zero-order hold, being expressed by the following realization:

x(k+1) = A jx(k)+B ju∆(k) (3)
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Figure 5. SAFE layer block diagram.

which minimizes the following functional cost

Ji(u∆,y∆) =
∞

∑
k=0

(
Riu2

∆ +Qy2
∆
)

(5)

where R1 = 1, R2 = 0.5, and Q = 5× 103. The parameter R2 is defined smaller than R1 in order to K2, j(z) be more
aggressive than K1, j(z). In addition, the states are estimated with a Kalman filter in the form of:

x̂(k+1|k) = A jx̂(k|k−1)+B ju∆(k)+Li, j[y∆(k)−Cjx̂(k|k−1)] (6)

where Li, j is obtained assuming that the process noise w(k) and the measurement noise v(k) correspond to white noise,
satisfying

E[w(k)w(k)T ] =Wi, E[v(k)v(k)T ] =Vi (7)

with W1 =V1 =W2 = 3, and V2 = 45×10−4. Here, V2 is defined smaller than V1 in order to K2, j(z) have a faster response
than K1, j(z).

Both controllers K1, j(z) and K2, j(z) have an observer structure with state feedback and constitute the switched
controller. The stability of this switching can be proved using the results detailed in [40]. The details of this result are
beyond the scope of this paper, but the basic idea is to express the switched controller in such a way that it can arbitrarily
switch between both LQG controllers without the need to reset the states and in a very simple way (only a part is switched
from the C matrix of the controller).

3.2 SAFE layer

The SAFE layer, detailed in Fig. 5, is based on the sliding mode reference conditioning technique, developed by one of the
authors in his PhD. Thesis [41]. This technique, designed in general for control of constrained systems, was first applied in
the T1DM problem in [42], and then successfully tested on clinical trials in Spain. Its main objective is to modulate the
gain of the controller to prevent Insulin On Board (IOB) from stacking by imposing a constraint IOB j(t), thus reducing the
risk of hypoglycemia in late postprandial periods.

The original SAFE layer was simplified with the objective of programming it in the hardware provided for the tests.
The core element of any sliding mode control is the switching logic, which in this case is:

w(t) =

{
1 if σSM(t)> 0
0 else

(8)

with σSM(t) being the sliding function, defined simply as the difference between the actual IOB level and the imposed limit

σSM(t) = IOB j(t)− IOB(t). (9)

The limit IOB j(t) is considered piecewise constant a-priori, as it is explained later.
Because IOB cannot be measured in real time, it must be estimated. To this effect, the model presented in [43] is

considered, which has the advantage that it can be customized based on a single clinical parameter:

İsc1(t) =−KDIAIsc1(t)+uw(t) (10)
İsc2(t) = KDIA [Isc1(t)− Isc2(t)]

IOB(t) = Isc1(t)+ Isc2(t).

where Isc1 and Isc2 are, respectively, the amount of nonmonomeric and monomeric insulin in the subcutaneous space,
uw is the exogenous insulin infusion rate in [pmol/min/kg], and KDIA [min−1] is a constant that can be tuned in order
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to replicate each patient’s duration of insulin action (DIA) [44]. It should be noted that DIA is a clinical parameter
adjusted in actual insulin pumps. As a starting point, an average DIA of 5 hours was selected, leading to a KDIA fixed at
16.3×10−3[min−1] [45].

When the IOB j(t) limit is reached by the IOB estimation, a sliding regime is established over the surface σSM(t) = 0.
During this mode, from (8), the signal w(t) switched at high frequency between 0 and 1, in order to fulfill the imposed
restriction and force the system (10) to remain within the invariant set

Σ = {x(t) |σSM(t)≥ 0} (11)

where x(t) ∈ R2 are the states of (10). The switching signal w(t) is smoothed by a first order filter (or averaged between
infusion intervals), given place to γ(t), which is the factor that modulates the signal commanding the pump.
Observation: It is easy to prove that the derivative of the switching function σSM(t) depends on the control action uw(t),
and therefore of the discontinuous action w(t), which is a necessary condition for establishing the sliding mode, known as
transversality condition.

Like the main controller, the SAFE layer is implemented in a discrete way, obtained from (10) as:

x(k+1) =
[

1−KDIATr 0
KDIATr 1−KDIATr

]
x(k)+

[
1
0

]
uw(k)

IOB(k) =
[
1 1

]
x(k) (12)

with Tr = 0.1 being min the sample time. It should be noticed that Tr is smaller than Ts = 5 min since the SAFE algorithm
is programmed entirely in software, thus, the switching frequency is only limited by the speed of the pump microprocessor.

While there may be different criteria to define the IOB limit, from the conducted clinical test it was defined from a
classification of the meal size, as follows:

• Small meal < 35 gCHO. IOBs, j(t) = IOBss, j(t)+40 gCHO/CR j(t).

• Medium meal [35,65) gCHO. IOBm, j(t) = IOBss, j(t)+55 gCHO/CR j(t).

• Large meal ≥ 65 gCHO. IOBl, j(t) = IOBss, j(t)+70 gCHO/CR j(t).

where IOBss, j(t) is the steady state value of the model (12) corresponding to the basal insulin rate of each patient ib, j(t),
and XX gCHO/CR j(t) is the insulin bolus corresponding to xx grams of carbohydrates (gCHO) by using the CR j(t)
factor of each patient at the meal time. When the system is not at a prandial period, the IOB limit is fixed as IOBs, j(t),
corresponding to a small meal. In this manner, the controller has an extra a degree of freedom in order to make adjustments
to the basal infusion when necessary.

4. Simulations

All the in-silico experiments were carried out with the UVa/Padova Simulator, considering:

• a Dexom G4 Share R© CGM;

• a generic CSII pump with a quantization of 0.1U, and a maximum bolus of 25U (these characteristics are analogous
to Roche Accu-Check Combo R© pump);

• a glucose reference of 120 mg/dl; and

• meal announcement.

Fig. 6 shows how the ARG algorithm works. It can be observed that the controller K1 is in charge of the insulin infusion
most of the time, while the controller K2 only works during the meals. Once the controller K2 is selected, larger insulin
boluses are delivered in order to avoid postprandial hyperglycemia. These boluses are modulated by the SAFE layer
through the signal γ in order to avoid the violation of the imposed constraint on the IOB. This way, excessive insulin
stacking is avoided and the risk of hypoglycemia is reduced. From this analysis it can be seen that while the aggressive
controller (K2) diminishes hyperglycemia, the SAFE protection avoids hypoglycemia. Both systems work together in such
a way to maintain the patient glycemia in the desirable [70,180] mg/dl or acceptable [70,250] mg/dl range.

It is also important to note that, as may be seen in figure 6, the peak in the insulin infusion happens after the meal
intake, opposed to the traditional therapy where the meal bolus is delivered minutes before eating. This delay is due to
the feedback strategy. Here, the effect of the meal is not detected by the CGM until several minutes after the intake. This
results in an inevitable increase in the levels of glycemia, that is later compensated by the aggressive LQG controller. Other
control strategies have a hybrid structure, in which the patient administers a meal bolus and the controller is in charge of
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which minimizes the following functional cost

Ji(u∆,y∆) =
∞

∑
k=0

(
Riu2

∆ +Qy2
∆
)

(5)

where R1 = 1, R2 = 0.5, and Q = 5× 103. The parameter R2 is defined smaller than R1 in order to K2, j(z) be more
aggressive than K1, j(z). In addition, the states are estimated with a Kalman filter in the form of:

x̂(k+1|k) = A jx̂(k|k−1)+B ju∆(k)+Li, j[y∆(k)−Cjx̂(k|k−1)] (6)

where Li, j is obtained assuming that the process noise w(k) and the measurement noise v(k) correspond to white noise,
satisfying

E[w(k)w(k)T ] =Wi, E[v(k)v(k)T ] =Vi (7)

with W1 =V1 =W2 = 3, and V2 = 45×10−4. Here, V2 is defined smaller than V1 in order to K2, j(z) have a faster response
than K1, j(z).

Both controllers K1, j(z) and K2, j(z) have an observer structure with state feedback and constitute the switched
controller. The stability of this switching can be proved using the results detailed in [40]. The details of this result are
beyond the scope of this paper, but the basic idea is to express the switched controller in such a way that it can arbitrarily
switch between both LQG controllers without the need to reset the states and in a very simple way (only a part is switched
from the C matrix of the controller).

3.2 SAFE layer

The SAFE layer, detailed in Fig. 5, is based on the sliding mode reference conditioning technique, developed by one of the
authors in his PhD. Thesis [41]. This technique, designed in general for control of constrained systems, was first applied in
the T1DM problem in [42], and then successfully tested on clinical trials in Spain. Its main objective is to modulate the
gain of the controller to prevent Insulin On Board (IOB) from stacking by imposing a constraint IOB j(t), thus reducing the
risk of hypoglycemia in late postprandial periods.

The original SAFE layer was simplified with the objective of programming it in the hardware provided for the tests.
The core element of any sliding mode control is the switching logic, which in this case is:

w(t) =

{
1 if σSM(t)> 0
0 else

(8)

with σSM(t) being the sliding function, defined simply as the difference between the actual IOB level and the imposed limit

σSM(t) = IOB j(t)− IOB(t). (9)

The limit IOB j(t) is considered piecewise constant a-priori, as it is explained later.
Because IOB cannot be measured in real time, it must be estimated. To this effect, the model presented in [43] is

considered, which has the advantage that it can be customized based on a single clinical parameter:

İsc1(t) =−KDIAIsc1(t)+uw(t) (10)
İsc2(t) = KDIA [Isc1(t)− Isc2(t)]

IOB(t) = Isc1(t)+ Isc2(t).

where Isc1 and Isc2 are, respectively, the amount of nonmonomeric and monomeric insulin in the subcutaneous space,
uw is the exogenous insulin infusion rate in [pmol/min/kg], and KDIA [min−1] is a constant that can be tuned in order
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to replicate each patient’s duration of insulin action (DIA) [44]. It should be noted that DIA is a clinical parameter
adjusted in actual insulin pumps. As a starting point, an average DIA of 5 hours was selected, leading to a KDIA fixed at
16.3×10−3[min−1] [45].

When the IOB j(t) limit is reached by the IOB estimation, a sliding regime is established over the surface σSM(t) = 0.
During this mode, from (8), the signal w(t) switched at high frequency between 0 and 1, in order to fulfill the imposed
restriction and force the system (10) to remain within the invariant set

Σ = {x(t) |σSM(t)≥ 0} (11)

where x(t) ∈ R2 are the states of (10). The switching signal w(t) is smoothed by a first order filter (or averaged between
infusion intervals), given place to γ(t), which is the factor that modulates the signal commanding the pump.
Observation: It is easy to prove that the derivative of the switching function σSM(t) depends on the control action uw(t),
and therefore of the discontinuous action w(t), which is a necessary condition for establishing the sliding mode, known as
transversality condition.

Like the main controller, the SAFE layer is implemented in a discrete way, obtained from (10) as:

x(k+1) =
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1−KDIATr 0
KDIATr 1−KDIATr

]
x(k)+

[
1
0

]
uw(k)

IOB(k) =
[
1 1

]
x(k) (12)

with Tr = 0.1 being min the sample time. It should be noticed that Tr is smaller than Ts = 5 min since the SAFE algorithm
is programmed entirely in software, thus, the switching frequency is only limited by the speed of the pump microprocessor.

While there may be different criteria to define the IOB limit, from the conducted clinical test it was defined from a
classification of the meal size, as follows:

• Small meal < 35 gCHO. IOBs, j(t) = IOBss, j(t)+40 gCHO/CR j(t).

• Medium meal [35,65) gCHO. IOBm, j(t) = IOBss, j(t)+55 gCHO/CR j(t).

• Large meal ≥ 65 gCHO. IOBl, j(t) = IOBss, j(t)+70 gCHO/CR j(t).

where IOBss, j(t) is the steady state value of the model (12) corresponding to the basal insulin rate of each patient ib, j(t),
and XX gCHO/CR j(t) is the insulin bolus corresponding to xx grams of carbohydrates (gCHO) by using the CR j(t)
factor of each patient at the meal time. When the system is not at a prandial period, the IOB limit is fixed as IOBs, j(t),
corresponding to a small meal. In this manner, the controller has an extra a degree of freedom in order to make adjustments
to the basal infusion when necessary.

4. Simulations

All the in-silico experiments were carried out with the UVa/Padova Simulator, considering:

• a Dexom G4 Share R© CGM;

• a generic CSII pump with a quantization of 0.1U, and a maximum bolus of 25U (these characteristics are analogous
to Roche Accu-Check Combo R© pump);

• a glucose reference of 120 mg/dl; and

• meal announcement.

Fig. 6 shows how the ARG algorithm works. It can be observed that the controller K1 is in charge of the insulin infusion
most of the time, while the controller K2 only works during the meals. Once the controller K2 is selected, larger insulin
boluses are delivered in order to avoid postprandial hyperglycemia. These boluses are modulated by the SAFE layer
through the signal γ in order to avoid the violation of the imposed constraint on the IOB. This way, excessive insulin
stacking is avoided and the risk of hypoglycemia is reduced. From this analysis it can be seen that while the aggressive
controller (K2) diminishes hyperglycemia, the SAFE protection avoids hypoglycemia. Both systems work together in such
a way to maintain the patient glycemia in the desirable [70,180] mg/dl or acceptable [70,250] mg/dl range.

It is also important to note that, as may be seen in figure 6, the peak in the insulin infusion happens after the meal
intake, opposed to the traditional therapy where the meal bolus is delivered minutes before eating. This delay is due to
the feedback strategy. Here, the effect of the meal is not detected by the CGM until several minutes after the intake. This
results in an inevitable increase in the levels of glycemia, that is later compensated by the aggressive LQG controller. Other
control strategies have a hybrid structure, in which the patient administers a meal bolus and the controller is in charge of
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Figure 6. Example of the closed-loop response obtained when facing a 50gCHO meal of an in silico patient of the UVa/Padova
Simulator. The meal intake happens 5 hours after the beginning of the simulation.

Figure 7. Mean closed-loop response for all the available adults in the UVa/Padova Simulator when facing a 50gCHO meal. Upper
left: The solid line indicates the mean glucose and the shaded area is ±1 standard deviation. The dashed lines indicate the boundaries of
the desirable range.Bottom left: Mean insulin infusion Right: CVGA plot.

regulating the basal delivery. This way, postprandial peaks could be reduced as the bolus would be infused at an earlier
time than with the proposed strategy. Nonetheless, the patient would be responsible of carbohydrate counting, which is
rarely exact in daily life and also imposes a task that goes against his/her quality of life.

Figure 7 shows the mean closed-loop response for all the available adults in the full version of the UVa/Padova
Simulator, along with the Control Variability Grid Analysis (CVGA) plot. The different regions of the CVGA represent
glycemic control as follows:

• A-zone: Accurate control.

• Lower/Upper B-zones: Benign deviations into hypo/hyperglycemia.

• B-zone: Benign control deviations.

• Upper/Lower C-zone: Over-correction of hypo/hyperglycemia.

• Lower/Upper D-zone: Failure to deal with hypo/hyperglycemia.

• E-zone: Erroneous control.

As it was previously mentioned, due to the greater autonomy the patients have, the upper B-zone has a larger density of
points. Fortunately, this does not imply a greater risk to the patients health. Figure 7 also shows that there is one patient
that fell into the lower D-zone (failure to deal with hypoglycemia). On one hand, it must be considered that not every in
silico patient has parameters that make sense physiologically, given that the data base was generated for statistical ends.
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Table 1. Mean closed-loop results with the ARG algorithm, analyzing separately the entire simulation time (C) and the postprandial
period (PP).

50 g meal 25 g meal 75 g meal Two 50 g meals

Mean glucose [mg/dl]
C 132 126 141 139

PP 160 135 188 155

% time in [70 180] mg/dl
C 91.8 99.1 84.8 86.2

PP 68.5 96.5 46.3 73.4

% time > 250 mg/dl
C 0.2 0.0 2.2 0.3

PP 0.8 0.0 9.7 0.6

% time > 180 mg/dl
C 8.1 0.7 15.1 13.6

PP 31.4 2.9 53.7 26.5

% time < 70 mg/dl
C 0.1 0.3 0.1 0.2

PP 0.1 0.5 0.0 0.1

LBGI 0.1 0.1 0.0 0.1

HBGI 1.7 0.8 3.2 2.7

On the other hand, the proposed strategy allows facing these kind of singular cases where the controller action was either
too conservative or too aggressive. To illustrate this, Fig. 8 shows how a slight adjustment in the IOB constraint for this
particular patient allows avoiding postprandial hypoglycemia and solves this problem.

Figure 9 displays the results obtained when facing different amounts or consecutive carbohydrates. This figure shows
the performance of the algorithm in these situations without considering the meal size (i.e. always using the IOB constraint
defined for medium meals). Table 1 displays the meal results for all the considered cases. This table analyzes the glycemic
levels obtained in both the entire simulation time and in the postprandial period (defined as 5 hours after meal intake). The
risk of hypo and hyperglycemia indexes are also included. The scale for these indexes are defined according to [46]:

• Risk of hypoglycemia: LBGI ≤ 2.5 (low); 2.5 < LBGI ≤ 5 (moderate); LBGI > 5 (high).

• Risk of hyperglycemia: HBGI ≤ 4.5 (low); 4.5 < HBGI ≤ 9 (moderate); HBGI > 9 (high).

It can be observed that the ARG algorithm allows achieving minimal risk of hypo and hyperglycemia. Even though the
results are satisfactory, they can be further improved with the addition of a meal classifier to help establish a more adequate
IOB constraint. For example, when an IOB constraint for small meals (<35 gCHO) is considered for the simulations with
the 25gCHO meal, the mean time in hypoglycemia is reduced form 0.5% to 0.2%, maintaining a mean time of 96.5% in
the desirable range in the postprandial period. On the other hand, when an IOB constraint for large meals (>65 mg/dl) is
considered with the 75gCHO meal, the mean time in the desirable range increases from 46.3% to 52.5% in the postprandial
period, with a minimal increase in the mean time in hypoglycemia from 0 to 0.1%.
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Figure 8. Closed-loop response for adult #090 of the UVa/Padova Simulator with a standard IOB constraint (purple) and with an IOB
constraint 30% lower than the standard (blue). The dashed lines indicate the boundaries of the desirable range.
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Figure 6. Example of the closed-loop response obtained when facing a 50gCHO meal of an in silico patient of the UVa/Padova
Simulator. The meal intake happens 5 hours after the beginning of the simulation.

Figure 7. Mean closed-loop response for all the available adults in the UVa/Padova Simulator when facing a 50gCHO meal. Upper
left: The solid line indicates the mean glucose and the shaded area is ±1 standard deviation. The dashed lines indicate the boundaries of
the desirable range.Bottom left: Mean insulin infusion Right: CVGA plot.

regulating the basal delivery. This way, postprandial peaks could be reduced as the bolus would be infused at an earlier
time than with the proposed strategy. Nonetheless, the patient would be responsible of carbohydrate counting, which is
rarely exact in daily life and also imposes a task that goes against his/her quality of life.

Figure 7 shows the mean closed-loop response for all the available adults in the full version of the UVa/Padova
Simulator, along with the Control Variability Grid Analysis (CVGA) plot. The different regions of the CVGA represent
glycemic control as follows:

• A-zone: Accurate control.

• Lower/Upper B-zones: Benign deviations into hypo/hyperglycemia.

• B-zone: Benign control deviations.

• Upper/Lower C-zone: Over-correction of hypo/hyperglycemia.

• Lower/Upper D-zone: Failure to deal with hypo/hyperglycemia.

• E-zone: Erroneous control.

As it was previously mentioned, due to the greater autonomy the patients have, the upper B-zone has a larger density of
points. Fortunately, this does not imply a greater risk to the patients health. Figure 7 also shows that there is one patient
that fell into the lower D-zone (failure to deal with hypoglycemia). On one hand, it must be considered that not every in
silico patient has parameters that make sense physiologically, given that the data base was generated for statistical ends.
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Table 1. Mean closed-loop results with the ARG algorithm, analyzing separately the entire simulation time (C) and the postprandial
period (PP).

50 g meal 25 g meal 75 g meal Two 50 g meals

Mean glucose [mg/dl]
C 132 126 141 139

PP 160 135 188 155

% time in [70 180] mg/dl
C 91.8 99.1 84.8 86.2

PP 68.5 96.5 46.3 73.4

% time > 250 mg/dl
C 0.2 0.0 2.2 0.3

PP 0.8 0.0 9.7 0.6

% time > 180 mg/dl
C 8.1 0.7 15.1 13.6

PP 31.4 2.9 53.7 26.5

% time < 70 mg/dl
C 0.1 0.3 0.1 0.2

PP 0.1 0.5 0.0 0.1

LBGI 0.1 0.1 0.0 0.1

HBGI 1.7 0.8 3.2 2.7

On the other hand, the proposed strategy allows facing these kind of singular cases where the controller action was either
too conservative or too aggressive. To illustrate this, Fig. 8 shows how a slight adjustment in the IOB constraint for this
particular patient allows avoiding postprandial hypoglycemia and solves this problem.

Figure 9 displays the results obtained when facing different amounts or consecutive carbohydrates. This figure shows
the performance of the algorithm in these situations without considering the meal size (i.e. always using the IOB constraint
defined for medium meals). Table 1 displays the meal results for all the considered cases. This table analyzes the glycemic
levels obtained in both the entire simulation time and in the postprandial period (defined as 5 hours after meal intake). The
risk of hypo and hyperglycemia indexes are also included. The scale for these indexes are defined according to [46]:

• Risk of hypoglycemia: LBGI ≤ 2.5 (low); 2.5 < LBGI ≤ 5 (moderate); LBGI > 5 (high).

• Risk of hyperglycemia: HBGI ≤ 4.5 (low); 4.5 < HBGI ≤ 9 (moderate); HBGI > 9 (high).

It can be observed that the ARG algorithm allows achieving minimal risk of hypo and hyperglycemia. Even though the
results are satisfactory, they can be further improved with the addition of a meal classifier to help establish a more adequate
IOB constraint. For example, when an IOB constraint for small meals (<35 gCHO) is considered for the simulations with
the 25gCHO meal, the mean time in hypoglycemia is reduced form 0.5% to 0.2%, maintaining a mean time of 96.5% in
the desirable range in the postprandial period. On the other hand, when an IOB constraint for large meals (>65 mg/dl) is
considered with the 75gCHO meal, the mean time in the desirable range increases from 46.3% to 52.5% in the postprandial
period, with a minimal increase in the mean time in hypoglycemia from 0 to 0.1%.
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Figure 8. Closed-loop response for adult #090 of the UVa/Padova Simulator with a standard IOB constraint (purple) and with an IOB
constraint 30% lower than the standard (blue). The dashed lines indicate the boundaries of the desirable range.
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Figure 9. Mean closed-loop response for all the available adults in the UVa/Padova Simulator when facing one meal of 25gCHO
(blue-left), 75 gCHO (purple-left) and two meals of 50 gCHO (right). Upper boxes: The solid line indicates the mean glucose and the
shaded area is ±1 standard deviation. The dashed lines indicate the boundaries of the desirable range. Lower boxes: Mean insulin
infusion.

5. Clinical trials

The first clinical trials with an AP in Latin America were carried out in two stages at the Hospital Italiano de Buenos
Aires (HIBA). The first one in November 2016 with the algorithm of the University of Virginia that had been tested
internationally in several occasions. The second trial was in June 2017 with the Automatic Regulation of Glucose (ARG)
algorithm, fully developed in Argentina, a collaboration between researchers from the Instituto Tecnológico de Buenos
Aires (ITBA), the Universidad Nacional de Quilmes (UNQ) and the Universidad Nacional de La Plata (UNLP). Both
stages had the same numbers of patients (5), the same hardware, and followed the same clinical protocol. However, the
main difference between both trials is that in the latter, the patients did not have to count CHO nor apply an insulin bolus.
Here we will focus on this second clinical trial.

The selection of the 5 patients with T1DM that participated in the trials was made according to the clinical protocol,
particularly the inclusion and exclusion criteria as indicated in NCT02994277 (www.clinicaltrials.gov).

5.1 Hardware and software

For the implementation of the AP the following devices were used in each patient:

• CGM Dexcom G4 Share R©;

• Accu-Check Combo R© insulin pump from Roche; and

• a NEXUS-5 smartphone based on Android containing the Diabetes Assistant (DiAs) from the University of Virginia
(UVa) [47].

The Diabetes Assistant (DiAs) is a software that includes several mobile applications and allows every 5 minutes the
communication between the control algorithm, the CGM sensor (through Android Bluetooth Low Energy) and the insulin
pump (through standard Bluetooth). Due to FDA regulations, to be accepted as a Class III medical device, the phone,
navigator, Android Market, games, etc., were removed. The system also includes the SQLite database for the asynchronous
data management for requests from the user.

The DiAs is a modular system where the control algorithm is contained. The ARG algorithm was programmed in the
DiAs using Object-oriented programming on the Eclipse IDE for Java Developers version: Kepler Service Release 2, with
the plugin Android Development Tools (ADT).

5.2 Clinical procedures

Patients were called to attend the HIBA nine days before the trial. That day, the protocol was explained in detail, the
Informed Consent was signed, the inclusion/exclusion criteria were revised and a blood extraction was made for laboratory
screening. These results, as well as a supervised glycaemic control were reviewed two days before the trial. That same
day, the insulin pump and the CGM were connected to each patient, with a brief training in the use of both devices. The
communication among these devices with the smartphone was verified and the systems remained in open loop (without
the algorithm active in the smartphone) in order for the patients to perform their usual controls. They also had to perform
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eight daily capilar glycaemia measurements until the day of the trial, for comparison purposes. During these days, patients
were allowed to carry on with their daily routines and to continue with their usual treatment. Meals were not restricted and
patients were asked to record their daily food intakes.

The trial started at 1700 hs on day 0 and ended the morning of day 2. The loop was closed by activating the control
algorithm in the smartphone and all patients had 5 meals during the 36 hs tests: two dinners, one lunch, one breakfast and
one afternoon snack (see details below) with a continuous monitoring of their glycaemia and injected insulin values from
the medical and researcher staff room. During these 36 hs, the ARG algorithm regulated the patients glycaemia using
only CGM information and the meal announcement with CHO classification. Patients were allowed to walk freely around
the hospital. If an hypoglycemia event occurred, rescue CHO were provided by the medical staff. If a patient presented
glycemic values over 300 mg/dl for more than two hours, a manual bolus was injected following medical indications.

The menu coordinated by the nutritionist was as follows:

• Breakfast and afternoon snack

Meal Quantity (g) CHO (g)
Tea, coffee or mate C/N -
Wholegrain bread or 5 water crackers 50 (2 units) 20
Diet jam 8 (1 jar) 8
Spread cheese 20 -
Total 28

• Dinner

Meal Quantity (g) CHO (g)
Wheat pasta with natural filetto sauce 50 (raw) 40
Lean meat 100 -
Fressh fruit 1 unit 15
Total 55

• Lunch

Meal Quantity (g) CHO (g)
Smashed potatoes with water (285 cc) 200 (2 units) 40
Lean meat 100 -
Fresh fruit 1 unit 15
Total 55

5.3 Results

Next, a brief description of the results is presented. For the Open Loop (OL) analysis is considered a time interval from 7
p.m. on day -2 up to 7 a.m. on day 0. In the case of the Closed Loop (CL) period, the time interval is considered from 7
p.m. on day 0 up to 7 a.m. on day 2. The insulin pump of one of the patients had an occlusion during the first night in
CL, therefore, these hours were not considered in the analysis. The OL is used as a reference of their habitual glucose
management and it should be noted that the patients did not follow the same diet during OL and CL. On table 2 it can
be seen the statistical data obtained from the 36 hours of CL trial and the comparison with those obtained in OL. As can
be observed, there is a significant improvement in the patient’s glucose regulation when using the ARG algorithm. The
null hypothesis at a level of significance of 5% (ρ = 0.05), defined as the difference between the results obtained in OL
and CL have zero mean, can be rejected in the percentage of time in euglycemic range [70, 180] mg/dl, being statistically
significant (ρ = 0.0356).

Since it is the first clinical trial of the ARG algorithm, the 3 initial meals were used to make the necessary adjustments
to the IOB maximum limit. For this reason, if the analysis of the results is concentrated in the last 15 hours of CL and it is
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eight daily capilar glycaemia measurements until the day of the trial, for comparison purposes. During these days, patients
were allowed to carry on with their daily routines and to continue with their usual treatment. Meals were not restricted and
patients were asked to record their daily food intakes.

The trial started at 1700 hs on day 0 and ended the morning of day 2. The loop was closed by activating the control
algorithm in the smartphone and all patients had 5 meals during the 36 hs tests: two dinners, one lunch, one breakfast and
one afternoon snack (see details below) with a continuous monitoring of their glycaemia and injected insulin values from
the medical and researcher staff room. During these 36 hs, the ARG algorithm regulated the patients glycaemia using
only CGM information and the meal announcement with CHO classification. Patients were allowed to walk freely around
the hospital. If an hypoglycemia event occurred, rescue CHO were provided by the medical staff. If a patient presented
glycemic values over 300 mg/dl for more than two hours, a manual bolus was injected following medical indications.

The menu coordinated by the nutritionist was as follows:

• Breakfast and afternoon snack

Meal Quantity (g) CHO (g)
Tea, coffee or mate C/N -
Wholegrain bread or 5 water crackers 50 (2 units) 20
Diet jam 8 (1 jar) 8
Spread cheese 20 -
Total 28

• Dinner

Meal Quantity (g) CHO (g)
Wheat pasta with natural filetto sauce 50 (raw) 40
Lean meat 100 -
Fressh fruit 1 unit 15
Total 55

• Lunch

Meal Quantity (g) CHO (g)
Smashed potatoes with water (285 cc) 200 (2 units) 40
Lean meat 100 -
Fresh fruit 1 unit 15
Total 55

5.3 Results

Next, a brief description of the results is presented. For the Open Loop (OL) analysis is considered a time interval from 7
p.m. on day -2 up to 7 a.m. on day 0. In the case of the Closed Loop (CL) period, the time interval is considered from 7
p.m. on day 0 up to 7 a.m. on day 2. The insulin pump of one of the patients had an occlusion during the first night in
CL, therefore, these hours were not considered in the analysis. The OL is used as a reference of their habitual glucose
management and it should be noted that the patients did not follow the same diet during OL and CL. On table 2 it can
be seen the statistical data obtained from the 36 hours of CL trial and the comparison with those obtained in OL. As can
be observed, there is a significant improvement in the patient’s glucose regulation when using the ARG algorithm. The
null hypothesis at a level of significance of 5% (ρ = 0.05), defined as the difference between the results obtained in OL
and CL have zero mean, can be rejected in the percentage of time in euglycemic range [70, 180] mg/dl, being statistically
significant (ρ = 0.0356).

Since it is the first clinical trial of the ARG algorithm, the 3 initial meals were used to make the necessary adjustments
to the IOB maximum limit. For this reason, if the analysis of the results is concentrated in the last 15 hours of CL and it is
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Table 2. Comparison of the statistical data obtained from 36 hs in OL vs CL, considering a confidence interval of 95%.

OL CL
Mean CI 95 % Mean CI 95%

% time [70, 250] mg/dl 82.9 [67.3, 98.6] 88.6 [82.4, 94.7]
% time [70, 180] mg/dl 59.1 [41.9, 76.2] 74.7 [68.1, 81.4]
% time < 70 mg/dl 7.6 [2.9, 12.4] 5.8 [1.6, 10.0]
% time < 50 mg/dl 1.7 [0.3, 3.1] 0.8 [0.2, 3.5]
LBGI 2.8 [1.8 3.7] 2.3 [1.4, 3.1]
HBGI 7.2 [3.4, 11.0] 4.9 [2.9, 6.9]

compared with the 15 hours of OL that involve the same period of the day, an even more significant control improvement is
noticed, as it is shown in Table 3. A two-sampled t-test was carried out to determine if the results obtained in OL and CL
are different at a level of significance of 5% (ρ = 0.05). In this way, the null hypothesis was defined as “the difference
between the results obtained in OL and CL has zero mean”. For this trial, the null hypothesis can be rejected for the
percentage time in euglycemic range [70, 180] mg/dl (ρ = 0.0142), in < 70 mg/dl (ρ = 0.049), LBGI index (p = 0.0383)
and HBGI index (ρ = 0.0469), these being statistically significant.

Table 3. Comparison of the statistical data obtained from first 15 hs in OL and the last 15 hs in CL, considering a confidence interval of
95%.

OL CL
Mean CI 95 % Mean CI 95%

% time [70, 250] mg/dl 73.5 [49.8, 97.2] 94.7 [83.8, 98.4]
% time [70, 180] mg/dl 49.8 [24.5, 75.1] 82.6 [69.9, 95.2]
% time < 70 mg/dl 13.6 [4.4, 22.7] 4.1 [0.8, 18.0]
% time < 50 mg/dl 5.4 [1.6, 16.4] 0.2 [0.0, 3.5]
LBGI 4.2 [2.1 6.2] 1.8 [0.3, 3.3]
HBGI 8.7 [2.9, 14.5] 2.8 [0.1, 5.5]

It is important to remark that taking into account the night period (from 23 p.m. until 7 a.m.) the ARG algorithm
presents a notorious improvement in comparison with the OL treatment. In Fig. 10 it is highlighted the comparison of the
glucose excursion obtained during the second night in OL and in CL (time lapse without meals). In Table 4 the statistical
data is presented regarding this period. Again, an improvement in percentage of time in euglycemia (ρ = 0.0351) and
HBGI index (ρ = 0.0309) was obtained.

Table 4. Comparison of the statistical data obtained from the last nights in OL vs CL, considering a confidence interval of 95%

OL CL
Mean CI 95 % Mean CI 95%

% time [70, 250] mg/dl 78.1 [29.1, 96.9] 95 [66.9, 99.4]
% time [70, 180] mg/dl 50.3 [23.2, 77.4] 87.7 [76.5, 99.0]
% time < 70 mg/dl 3.6 [0.3, 29.5] 5 [0.6, 33.1]
% time < 50 mg/dl 0 [0.0, 0.0] 0 [0.0, 0.0]
LBGI 2.0 [0.6, 3.4] 1.5 [0.4, 4.1]
HBGI 9.8 [2.8, 16.8] 1.9 [0.4, 5.7]

6. Conclusions

In this paper a brief review of the artificial pancreas project in Argentina was presented alongside with a novel control
strategy for glycemic regulation: the ARG algorithm. It consists of a two-degree-of-freedom control structure that
includes a switched LQG inner controller together with an outer sliding mode safety loop, the Safety Auxiliary Feedback
Element (SAFE) mechanism, for IOB constraints. The switched LQG control strategy is a simplified version of the one
in [35]. The switched nature of the inner controller enables different tunings for dealing with prandial and fasting periods
and can be extended to other situations, e.g., physical activity. New and more complex scenarios could be potentially
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Figure 10. Mean glycemic excursion of all 5 patients in OL (red) and in CL (blue) during night time. The solid line indicates mean and
the grey area ±1 standard deviation.

addressed by redesigning the switching policy and/or the IOB constraints. The SAFE layer quickly adapts the controller
gain to automatically obtain insulin spikes like the open-loop boluses. Promising results were obtained both in silico and
later in vivo during the first clinical trials in Latin America.
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Arsenic in Latin America

1.  Introduction

Arsenic (As) is a metalloid abundantly present in the Earth’s crust. Exposure in humans occurs through 
the consumption of contaminated water and food [1]. Pollution comes mainly from natural sources, i.e., 
from the release of As to soil and aquifers due to volcanic phenomena and disintegration of rocks. A few 
anthropic activities such as mining, industrial processes, smelting of metals, production of pesticides and 
wood preservatives [1] are sources of contamination. Although natural mineralization and microbial activities 
increase the mobilization of As in the environment, human activities exacerbate As contamination in soil and 
in water supplies [2]. Chronic exposure to As via drinking water has received more and more attention for 
its high prevalence in many parts of the world, and for the growing body of evidence of its impact on health 
[3]. Contamination of water by As is a worldwide problem with high impact in the poorest regions [4], with 
more than 226 million people exposed [5,6]. The most affected populations are those in low income countries. 
The higher concentrations and, consequently, the most significant health problems are localized in Argentina, 
Bangladesh, Nepal, Chile, China, Hungary, India, Mexico, Romania, Taiwan, Vietnam and the USA [7]. In 
Latin America (LA), the problem affects at least 14 countries (Argentina, Bolivia, Brazil, Chile, Colombia, 
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Cuba, Ecuador, El Salvador, Guatemala, Honduras, Mexico, Nicaragua, Peru and Uruguay), and the number 
of exposed people could be estimated in around 14 million. The most critical areas are in Argentina, Chile and 
México [8-9,10,11,12].

2.  Distribution of arsenic in Latin America

Arsenic presence has been identified in many LA countries in a wide range of concentrations from various sources, mainly 
natural. Arsenate (As(V)) is the most abundant chemical form. A summary of As occurrence in each country is given 
below. Figure 1 shows the countries where natural As in water has been detected.

Figure 1. Distribution of arsenic in Latin America.

Argentina.- A compilation of studies conducted in Argentina related to the presence of As in water has been reported in 
various publications [7-12]; the Chaco-Pampean plain (about 1 million km2) is the largest area affected by groundwater 
As contamination in LA. Arsenic release involves the influx from dissolution of volcanic glass, adsorption of As on Fe 
and Al mineral phases in relatively low pH zones, and high mobility of As in high pH zones [9]. In addition, mineralized, 
hydrothermal zones and hot springs are also major geogenic sources [9]. Co-existence of As and F in groundwater of 
the Chaco-Pampean plain has also been remarked [9]. Approximately 88% of 86 groundwater samples collected in 2007 
exceeded the WHO guideline value (see section 5), posing a risk to the population since this water is used for human and 
livestock consumption. Hydrogeochemical studies have also been performed in the Salí river basin part of the Tucumano-
Santiagueña hydrogeological province [9]. Arsenic concentrations ranged from 11.4 to 1,660 mg/L, with 100% of the 
samples above the WHO guideline value. Leaching from pyroclastic materials is favored by high pH and high bicarbonate 
waters. The presence of As in surface and groundwaters of the Argentine Altiplano (Puna) and Subandean valleys, which 
are consumed by 355,000 people, was also evaluated [9]. The concentrations measured in 61% of the 62 samples collected 
in an area of 30,000 km2 exceeded the WHO limit. Arsenic occurrence was ascribed to geogenic sources [9]. 

Most of the studies in Argentina have focused on the sources and processes leading to arsenic enrichment in ground- 
and surface waters, finding that natural sources and geochemical conditions are the ones that affect arsenic occurrence 
and distribution the most.
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Bolivia.- The presence of As was identified in various areas of Bolivia, mainly related to mining activities, ore deposits, 
geothermal manifestations, and leaching of volcanic rocks [9,10]. Many of the studies have focused on the Pilcomayo 
river basin and the Poopó lake basin [9]. Arsenic concentrations were above the WHO guideline value in 95% of the 41 
sampled wells, with seven sites along four rivers reaching 623 mg/L. This was related to water contact with alluvial material 
in lower terrains, arsenopyrite oxidation, and dissolution from volcanic rocks. Groundwater average As concentration was 
47 mg/L and ranged from below the detection limit to 200 mg/L in Kondo K, 245 mg/L in Santuario de Quillacas, 152 mg/L 
in the central region, and 187 mg/L in Pampa Aullagas. The Poopó river contained the highest As concentrations of the 
sampled surface waters, with 11,140 mg/L in the dry period. Geothermal processes are the main natural sources of As in 
the area; anthropogenic contamination is related to mine tailings [9]. The importance of mining in Bolivia is reflected in 
As occurrence; however, natural sources like geothermal processes are also an important source of As contamination in 
waters.

Brazil.- Mining has been an important source of As in the Iron Quadrangle at the Minas Gerais state [9,10]. Arsenic 
presence is related to the natural leaching of rocks and soils, as well as mining operations [10]. In the Ribeira valley 
(southeastern Brazil), Pb and As contaminated the Ribeira river as a result of Pb-Zn ore production and smelting. The 
Santana district in the Amazon region is also contaminated with As (up to 2.0 mg/L in some wells) produced from 
Mn ore benefit [9]. Environmental studies carried out in Brazil have shown that arsenic contamination in surface and 
groundwaters is mainly related to mineralization and ore exploitation. 

Chile.- The area of Atacama Desert, northern Chile, is naturally rich in As; local people have been exposed to this 
metalloid for more than 4500 years [8]. In the Loa river, As concentrations of up to 2,000 mg/L were measured; these are 
the result of high evaporation at alkaline pH, and high salinity [9,10]. Arsenic-related health effects from As-rich drinking 
water pumped from this river were identified as early as 1962. Arsenic is mainly released from volcanic rocks and sulfide 
ore deposits at the Andean range and mobilized by snowmelts and rain to rivers and springs. At the Camarones valley, 
drinking water from waterfalls and from the Camarones river contains 48.7 mg/L and 1,252 mg/L of As, respectively [9]. 
In the Tarapacá region, As occurrence was ascribed to the presence of volcanic sediments, salt lakes, thermal areas, the 
predominance of closed basins, and anthropogenic sources [9]. However, As exposure has decreased, and As-related 
problems have been solved in most of the country [8,9]. The Atacama desert has been identified as one of the oldest 
places in the world where human exposure to arsenic has occurred undoubtedly due to natural As enrichment. In contrast 
with other countries where health effects have been caused mainly by groundwater consumption, as in Bangladesh and 
Argentina, superficial water is the main source of water affecting Chilean inhabitants. 

Colombia.- Colombian geology indicates the presence of rocks containing As minerals; nonetheless, few studies have 
been developed to assess the actual concentrations in water [9]. A review of the occurrence and sources of As in Colombia 
was reported in 2014 [13]. Information showed that As concentrations in surface and groundwater, related mainly to 
mining and agriculture, exceeded national standards at some sites. The authors of this review highlight the importance of 
performing more research on the occurrence, origin and distribution of As in the country [13].

Cuba.- Arsenic has been detected at some sites in Cuba. At Isla de la Juventud, only one spring close to the Delita mine 
out of eight sampled points in the watershed was contaminated with up to 250 mg/L As [9,10,14]. The scarce presence of 
As in Cuba may be due to the geological characteristics of the island, with a predominance of limestones; however, it may 
reflect the need of additional studies covering the entire territory.

Ecuador.- In Papallacta lake, concentrations of As up to 369 mg/L at the surface and from 289 to 351 mg/L at depth were 
measured in water [9,10,15]. Discharges of geothermal waters to the Tambo river are the main source of As in the lake.

El Salvador.- Arsenic has been detected in the Olomega, Ilopango and Coatepeque lakes with the highest concentration 
(4,210 mg/L) measured at the Olomega lake. These waters are used by people living on the watersheds [9,10,16]. Arsenic 
in the Ilopango lake is linked to hydrothermal fluids. In the Ahuachapán and Berlin geothermal fields, As from geothermal 
origin was detected in springs and domestic wells. Arsenic was also found in Las Burras and Obrajuelo aquifers [9]. 
In the Bajo Lempa region, As presence is related to its occurrence in rocks and geothermal fluids, and probably to an 
anthropogenic source [17]. The studies developed in El Salvador indicate, thus, that geothermal processes are the main 
source of As in the country.

Guatemala.- At Mixco, in 2007, a concentration of 15 mg/L As, originated from leaching of volcanic rocks, was measured 
in the water of a well used for drinking water supply [9,18]. Later, in the area of the Marlin mine, up to 261 mg/L As were 
measured in wells downgradient from the tailings [9]. A relatively low As concentration was measured in the water from 
a well at Mixco; however, this concentration is still above WHO drinking water regulatory values and may pose a risk to 
the population. 



Arsenic in Latin America // Vol. 1, No. 1, December 2019 

57

Mexico.- Chronic As poisoning was first identified in 1958 at Comarca Lagunera, northern México [19]. Since then, 
As has been detected in many areas of the country. Its presence is mainly related to geogenic sources – mineralization, 
geothermal systems, sorption and release from minerals, salinization – but also to anthropogenic activities in some areas. 
An overview of As occurrence in groundwater and its possible sources was reported in 2008 [20]. In addition to this, areas 
with presence of As and F were described in 2013 [21], and another study [22] focused on the occurrence and mechanisms 
of As enrichment in geothermal zones.

Comarca Lagunera has been one of the most studied areas in Mexico, with groundwater As concentrations of up to 750 
mg/L [10,23]. Although various sources have been proposed [24], it was concluded recently that the most probable one is 
related to extinct hydrothermal activity and sedimentary processes [23]. In addition, intensive groundwater exploitation 
and dam construction produced the advance of As rich water to the main granular aquifer [24]. Concentrations of As 
and F above the Mexican drinking water standards have also been measured at Chihuahua state in northern México 
[25,26]. Hydrogeological and geological interpretations indicated a geogenic source related to the recharge flow coming 
from mountains presenting arsenopyrite deposits [27]. In mining zones of México where As contamination has been 
identified, its presence in groundwater is related to natural and/or anthropogenic sources. At Zimapán, Hidalgo, water 
interaction with As-bearing minerals releases As to the deep fractured limestone aquifer, while the shallow aquifer was 
contaminated by tailings and infiltration of As-enriched water from smelter stacks [28,29]. In other non-mining areas 
like the Independencia basin, Guanajuato state, central México, weathering of rhyolites and oxidation of As-bearing 
minerals result in high As and F concentrations [30]. Hydrogeochemical and isotopic results indicated that As originates 
from the dissolution of silicates, while F is related to silicates, fluorite dissolution, thermal water, and a long residence 
time of groundwater. At Juventino Rosas municipality, also in Guanajuato state, hydrogeological and geothermal factors 
indicated that rhyolite units are the most probable source of As and F [31]. At Los Altos de Jalisco, western Mexico, mean 
As concentration in drinking water varied from 14.7 mg/L to 262.9 mg/L, reaching this value in the city of Mexticacán 
[32]. Figure 2 represents the oxidation of minerals with As in a Mexican mining zone. 

High As concentrations have been detected mainly in Mexican aquifers, many of them corresponding to drinking 
water sources. However, As-enriched surface and groundwaters are also used for irrigation, and the element has been 
found in some crops. Arsenic is mainly related to natural sources, although, in mining areas, it is also originated from 
anthropic activities. 

Figure 2. Oxidation of minerals with As in a Mexican mining zone.

Nicaragua.- Geogenic sources contaminated drinking water, from 10 to 122 mg/L As, in the southwestern part of the 
Sébaco valley. At El Zapote, arsenicosis was detected in people who had been consuming water from a polluted well 
(1,320 mg/L As) for two years; this well was closed in 1996. A study developed in 2004 showed that the northern zone 
of the country presented the highest As contents. At San Juan de Limay, presence of geogenic As was identified in 2005 
[9,10,33,34]. The importance of As detection and analysis is shown by the closure of the polluted well at El Zapote, which 
stopped the exposure of the population to this highly contaminated water. 

Peru.- The presence of As has been determined at several sites in Peru, mainly in the Andean region, released by 
weathering and mining operations. The Locumba river and its tributaries contain up to 1,680 mg/L. In the area of the 
Yucamane volcano, volcanic rocks and pyroclastic materials release As to the Collazas and Salado rivers. In the area of 
Puno, Andean highlands, As concentrations ranged from 140 to 230 mg/L in the river water. The Rimac river basin has 
been contaminated by mining activities, leaching of volcanic rocks and ore deposits with up to 1,630 mg/L As that were 
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measured in the year 2000 at Puente Santa Rosa [9]. In Peru, as observed in other countries, mineralization and mining 
activities are significant As sources.

Uruguay.- In the Raigón aquifer, in the southwestern part of the country, As concentrations ranged from 25 to 50 mg/L, 
and were related to continental sediments containing volcanic ash [9,10,35]. The importance of a multidisciplinary 
approach to determine As in health and in the environment of Uruguay was highlighted [36]. More studies are needed to 
have a complete overview of As occurrence, sources and possible health impact in Uruguay. However, the concentrations 
measured so far are lower than those determined in other countries like Argentina and Mexico.

3.  Analytical methods for the analysis of arsenic in Latin America

The chemical behavior of As depends on environmental conditions such as acidity, oxidation-reduction state of the element, 
presence of iron, organic matter or other chemical species (e.g., sulfur), etc. Due to the low concentrations at which As may 
be present in an environment and the chemical behavior of As species, the selection of an adequate analytical technique 
for As determination will depend on the objectives of the study, the access to the appropriate analytical methodology, the 
cost of the analyses, and the water matrix. For these reasons, researchers seek analytical techniques with a high degree of 
precision and accuracy, as well as high sensitivity, which allow measuring concentrations up to the µg/L level.

A recent work compiles the information from 167 scientific manuscripts identified in the last 18 years, most of them 
focused on the work done in LA countries [10].

The most widely analytical technique used for As determination is atomic absorption spectrometry (AAS), specifically 
with the method of sample introduction through hydride generation (HG-AAS) [10]. The detection limit using HG-AAS is 
about 0.1 - 0.6 µg/L [11]. This technique presents important advantages, such as improved sensitivity and selectivity, and 
sample salinity does not affect analytical results [11]. Additionally, the HG-AAS technique is a simple methodology that 
requires relatively inexpensive and very versatile instrumentation, with excellent detection power for total and inorganic 
As [37]. From 167 identified papers in the last 18 years, 57% of them (95 papers) referred to the use of AAS as the most 
used analytical technique in LA for As determination. Another 40% of these documents are written by researchers from 
Mexico, 19% from Argentina and 16% from Brazil. Other countries that report scientific articles on the quantification of 
AAS by AAS are Cuba, Ecuador, Peru and Venezuela (the four countries represent 1%), Uruguay (2%) and Chile (4%). 

The second most used analytical technique (i.e. 26% of the aforementioned 167 papers), is inductively coupled plasma 
spectrometry (ICP), mainly coupled with mass spectrometry ICP-MS [10]. From them, 30% of publications are from 
Mexico, 18% from Brazil and 16% from Argentina, while Chile and Bolivia report only 4%. The detection limit reached 
by this technique is 0.1 µg/L, and there is no need of sample preconcentration [11]. In general, ICP-MS and inductively 
coupled plasma optical emission spectrometry (ICP-OES) are robust and sensitive techniques, but they require very 
expensive equipment, special facilities and a long and complex training of analysts [37]. 

Electrochemical analytical techniques are the third most used methodology for As determination [10]. The anodic 
voltammetry technique has high analytical sensitivity and low cost, and it is easy to use within a concentration interval 
between 0.1 and 300 µg/L [37]. Argentina, Brazil, Chile, Ecuador and Venezuela reported the use of electrochemical 
techniques for the determination of As mainly in water and food samples [10].

The fourth most used technique for As determination is UV-VIS molecular spectrometry [10]. The methods based on 
this analytical technique are simple and economical; however, although sensitivity is high (10 to 50 mg/L), accuracy is 
low [11]. Mexico and Cuba are the main countries that reported the use of this technique for As determination in samples 
of water and mine tailings [10].

Figure 3 shows the schematic representation of the four main analytical techniques for As determination according to 
Gürkan et al. [38].
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Figure 3. Schematic representation of the four main analytical techniques for As determination: A) HG-AAS, B) ICP-
MS, C) Anodic voltammetry, D) UV-Vis spectrometry (Gürkan et al., 2015 [38], with permission).

The two most widely used techniques for As speciation are AAS and ICP combined with separation techniques 
(chromatography), and have been used together or coupled with other analytical techniques (hyphenated techniques) 
[10]. These coupled techniques are the best option for the determination of arsenical species because of their selectivity, 
adequate precision, high level of automation and relatively short response times [37]. X-ray fluorescence spectrometry 
is mainly used for the identification and determination of As in solid samples [10]. In quartziferous sands, the limit of 
detection reaches 40 mg/kg (without interferences). Portable equipment can detect up to 60 mg/kg [11]. The future of this 
technique, with reference to As determination in waters at the trace level, will be focused mainly through the development 
of preconcentration methodologies adaptable to laboratory equipment and to on-site determination [11].

Other techniques are neutron activation analysis (NAA) and Surface Plasmon Resonance Nanosensor (SPRN) [10]. 
NAA is an accurate and sensitive methodology; it has been used for the determination of total As in biological samples 
(nail, hair and other tissues) with a limit of detection of 0.001 µg/g [11]. SPRN is an autonomous sensor for mapping and 
monitoring As concentrations in water [39]. This system can be integrated to a portable suitcase, it is inexpensive, and can 
measure As concentrations below 5 mg/L [39]. However, there are still no results on the application of this method. The 
ARSOlux Biosensor has been tested in Argentina [40]. 

4.  Effect of arsenic exposure on human health in Latin America

The consumption of water with high As concentrations for a prolonged period has been associated with a variety of health 
problems including issues related to skin, lungs, bladder, and kidneys, as well as neurological disease, cardiovascular 
disease, perinatal conditions and other benign diseases [10,41-46]. In Argentina, since the beginning of the 20th century, 
the set of symptoms and signs (clinical manifestations) associated with the consumption of water or food contaminated with 
As was denominated chronic endemic regional hydroarsenicism (HACRE, from the Spanish acronym, Hidroarsenicismo 
Crónico Regional Endémico), term that nowadays is being used by many local and regional authors [4,7,46-49].

Arsenic has been classified as a human carcinogen, and inorganic As (iAs) has been related to the development of skin, 
lung, liver, kidney, bladder and prostate cancer [50]. Prolonged As ingestion from water or food produces characteristic skin 
lesions such as melanosis, leukomelanosis, and keratosis. Other pathologies include diabetes mellitus, peripheral vascular 
disease, cardiovascular and respiratory diseases, and a wide variety of clinical manifestations including neurological 
effects, anemia, leukopenia, liver dysfunction, and high blood pressure.
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To date, most research has examined cancer incidence after exposure to high As concentrations. However, numerous 
studies have reported various health effects caused by chronic exposure to low concentrations of As [11,46]. More 
systematic studies are needed to determine the link between As exposure and its related cancer and non-cancer end points 
[51].

It is known that human biotransformation of iAs generates metabolites of various levels of toxicity (Figure 4), and this 
is one of the factors that determines the nature and magnitude of its harmful effects. Trivalent species (arsenite (As(III)), 
monomethylarsonous acid (MMA(III)) and dimethylarsinious acid (DMA(III)) showed to be more toxic than pentavalent 
species (arsenate (As(V)), monomethylarsonic acid (MMA(V)) and dimethylarsinic acid (DMA(V)), due to their ability 
to bind to more than two hundred enzymes [52]. MMA(III) is, among all As metabolites, the most toxic metabolic 
intermediate, while DMA(V) is the least toxic species [53]. However, the quantification of As metabolic intermediates 
in human biological fluids, based on As oxidation state, is not feasible in many cases due to the lability of trivalent 
intermediates, which are rapidly oxidized to pentavalent forms. Therefore, the urinary metabolic profile of As is usually 
considered as the proportions of arsenite, arsenate, monomethylated arsenic (MMA(III) + MMA(V)) and dimethylated 
arsenic (DMA(III) + DMA(V)). Based on the toxicity of the metabolic intermediates, a protective metabolism of As is 
the one that shows elevated urinary DMA percentage, and low MMA, As(III) and As(V) percentages. On the contrary, an 
unfavorable metabolism will be the one that shows an elevated MMA percentage at the expense of a low DMA percentage. 
There is a wide variability in the relative proportions of urinary iAs metabolites between individuals. Percentages of the 
major three As species can vary from 5 to 25% for iAs (As(III) + As(V)), 10 to 30% for monomethylated metabolites 
(MMA(III) + MMA(V)), and 50 to 85% for dimethylated metabolites (DMA(III) + DMA(V)) [54,55]. Genetic factors 
(presence of polymorphism in genes linked to the metabolism of As) and non-genetic factors (age, gender, nutritional 
status, social habits, among others) have been studied in relation to their influence on As biotransformation processes and, 
consequently, on its toxicity [55]. Then, the analysis of the urinary metabolic profile will help predicting individual risk 
to develop As toxic effects.

Figure 4. Simplified schematic representation of arsenic biotransformation (2). AsIII: arsenite; AsV: arsenate; 
AsIII MT: arsenite methyltransferase; DMAIII: dimethylarsinious acid; DMAV: dimethylarsinic acid; GSH: reduced 
glutathione; GSSG: oxidized glutathione; MMAIII: monomethylarsonous acid; MMAV: monomethylarsonic acid; SAH: 
S-adenosylhomocysteine; SAM: S-adenosylmethionine.

Even though the presence of As in drinking water has been described in practically all LA countries, studies relating 
As exposure to health effects are limited to a few ones. Chile, Mexico and Argentina are the countries where most studies 
on health effects originated from As exposure have been performed. Lung cancer is the most studied adverse effect of As 
exposure, followed by skin lesions, bladder cancer, effects of early exposure to As, skin cancer, immunotoxicity, kidney 
cancer, cardiovascular disease and other cancers (liver, prostate, larynx). Sufficient evidence of the association between 
As exposure and skin, lung and bladder cancers has been reported in Argentina, Chile and Mexico. Studies conducted 
in Argentina and Chile revealed a clear trend in lung cancer standardized mortality rates and odds ratios with increasing 
As concentration in drinking water ranging from less than 10 μg/L to a 65-year average concentration of 200-400 μg/L 
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[56,57]. Development of bladder cancer was related to As concentrations of more than 100 μg/L, and odds ratios increased 
significantly with the level of exposure [58,59].

The health effects resulting only from the early exposure to As are difficult to evaluate, since much of the population 
continues to be exposed until adult life, that is, they do not interrupt their exposure. In that way, the region of Antofagasta, 
in the north of Chile, has presented a unique pattern of human exposure to As through drinking water. Between 1958 and 
1970, As concentration in water was above 800 µg/L. In 1970, with the installation of a treatment plant, As concentration 
in water decreased to values close to 10 µg/L. The population born in that area in the period between 1958 and 1970 
presents the characteristics of having been early exposed to As. A steep increase in adult mortality due to lung, bladder 
cancer and kidney cancer was observed in the Chilean population, probably due to in utero and early life exposure to As 
[60,61]. 

Evidence of association between As exposure and kidney and liver cancer mortality rates was also reported in Chile 
and Argentina [46,56,62]. For other types of cancers (prostate, leukemia, brain, colon, breast, larynx, stomach, cervix 
and endometrium), the evidence in LA countries is scarce or absent [63-64,65]. While the carcinogenicity of As has been 
confirmed for specific cancers, the mechanisms behind the disease are still not well understood. Several mechanisms have 
been implicated in the development of As-associated cancers, including the generation of reactive oxygen species (ROS), 
the inhibition of DNA repair process, alterations in cellular signal transduction and alterations in DNA methylation. 
No single mechanism has emerged as a key event, and it is likely that iAs exerts carcinogenic effects through multiple 
mechanisms [61].

According to several studies, conducted mainly in Mexico, an association between As exposure and diabetes seems 
to occur. However, more studies are needed, specially focusing on the potential mechanisms of As-induced diabetes in 
humans. Metabolomic studies seem to be a way to discover the biochemical pathways that relate As exposure to diabetes 
[66]. The available information on the association of exposure to As and cardiovascular disease, liver dysfunction and 
chronic kidney disease covered a wide range of levels of exposure [67-68,69,70]. However, this information is scarce and 
inconclusive. 

There is no curative treatment for arsenicosis and its clinical manifestations. However, national guidelines for the 
treatment have been published by the Ministries of Health of Argentina [71], Chile [72] and Peru [73]. In all cases, first-
line actions should be focused on avoiding exposure by means of providing alternative sources of safe water. In Chile, the 
therapeutic decisions are based on urinary As levels [72] and the presence of symptoms. Indications include education, 
nutritional assessment, urinary As monitoring, antioxidant intake and referral to a specialist, if applicable. In Argentina, 
the national guidelines recommend avoiding exposure and symptomatic support treatment consisting of healthy protein 
foods diet [71]. In addition, the guideline indicates that specific symptoms should receive the corresponding treatment 
measures, as follows: stop smoking in case of chronic bronchitis, topical keratolytics for keratosis, and surgical exeresis 
for skin tumors [71].

Nevertheless, there are studies that investigate the influence of nutrients on As metabolism, which could, in turn, 
influence As toxicity. Studies conducted in Mexico and Uruguay investigated whether the differences in dietary intake 
of selected micronutrients and foods are associated with the metabolism of iAs. The daily intake of methionine, choline, 
folate, vitamin B12, vitamin C, Fe, Zn, Se and Na was significantly associated with the reduction of % iAs, and/or % 
DMA increase in one study conducted in Mexico [74]. Higher meat and folate consumption, a diet rich in green leafy 
and red-orange vegetables and eggs contributed to a higher methylation capacity according to the study conducted in 
Uruguayan children [75]. 

In conclusion, in LA, research focusing on curative options for chronic As exposure is beginning and it is aligned to 
the latest international research.

5.  Regulations

The World Health Organization (WHO) and different environmental agencies such as the United States Environmental 
Protection Agency and the European Environment Agency, recommend a value of no more than 0.01 mg/L of As in 
drinking waters. This value has been adopted in most of the LA countries. In Table 1, the different regulations are 
displayed, with the concentration limits and the corresponding normative.
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Country Value (mg/L) Normative Reference
Argentina 10 (Still under discussion) CAA (Argentine Food Code) [76]

Bolivia 10 NB 512 [77]
Brazil 10 Regulation 2914 [78]
Chile 10 (a period of 10 years set to reach 

this value)

NCh409/1 [79]

Costa Rica 10 CAPRE normative, Min. Salud [80,81]
Colombia 10 Resolución 2115 [82]
Ecuador 10 Instituto Ecuatoriano de Normalización [83]

Guatemala 10 COGUANORNGO 29.001, CAPRE 

normative

[80,84]

Mexico 25 NOM-127-SSA1-1994 (modif. 2000) [85]

Nicaragua 10 CAPRE normative, INAA 2001 [80,86]
Peru 10 (not established period to attain 

this maximum)

Min. Salud [87]

Uruguay 20 Instituto Uruguayo de Normas 

Técnicas

[88]

Venezuela 20 Ministerio de sanidad y Asistencia 

Social

[89]

Table 1. Limits for As in drinking water in different LA countries

Honduras, El Salvador, Panama and Dominican Republic also follow the CAPRE normative [80]. Additionally, in LA, 
the As provisional guideline value established by the WHO (i.e., 10 μg/L) became law in Honduras (1995), El Salvador 
(1997) and Panama (1999) [9].

6.  Arsenic removal technologies employed in Latin America

The most used processes for As removal employed in LA are adsorption, chemical precipitation, activated alumina, 
use of ion exchange resins, membrane technologies, distillation, and coagulation/filtration, which can be used alone 
or in combination. Use of geoadsorbents, natural materials, iron-based technologies, and solar applications can be also 
mentioned, especially at small scale or for households. Due to the amount of references on the subject and the multiple 
materials that can be used, only some references will be included here; the reader can consult references [9-10,11,21,46,90-
111] and others therein.

For large and medium plants, coagulation/adsorption/filtration processes have been widely used in LA, with examples 
in Argentina (Santa Fe and Salta) since the 1990’s. One of the most important ones is the patented ArCIS-UNR® 
process, developed at the Centro de Ingeniería Sanitaria-Universidad Nacional de Rosario, which uses polyaluminum 
chloride (PAC); it has been applied to real scale in populations up to 10,000 inhabitants. An optimized coagulation/
filtration technology has also been developed by the Instituto Nacional de Tecnología Industrial of Argentina (INTI) and 
applied to groundwaters of Taco Pozo (Chaco) and Lobos (Buenos Aires) [10,11,46]. In northern Chile, a coagulation 
technology using FeCl3 has been used since 1970 for plants in small and medium cities with centralized water supply 
[10,91]. In Guatemala, a full-scale treatment plant composed of a coagulation-filtration system with FeCl3 was installed 
in Mixco (close to the capital city) in 2008 [10]. In 1999, the Instituto Mexicano de Tecnología del Agua (IMTA) adopted 
a coagulation-flocculation process using Al2(SO4)3 as coagulant and other materials (zeolites, clays, bone carbon) as 
coadjuvants, which was tested in natural waters of Zimapán [10]. In Peru, a treatment plant in the city of Ilo was built in 
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1982; initially massive doses of 90% lime (CaO) were used, but the system was improved by the use of ferric chloride, 
ferric hydroxide plus sulfuric acid or Mg(OH)2 together with commercial and natural flocculants [10]. In Brazil, a process 
with PAC and aluminum sulfate with a chlorine preoxidation step has been described [10].

The use of membranes (mainly reverse osmosis processes, RO) is another largely employed alternative for As treatment 
in large-medium plants [10,46,90,96,97]. Several RO plants have been installed in Argentina (Santa Fe, Cordoba, and 
La Pampa). The most important ones are those installed in the southern periphery of Buenos Aires City by state-owned 
company AySA (Aguas y Saneamientos Argentinos), benefiting more than 400,000 inhabitants [10,11,46,49].In northern 
Chile, desalinization of sea water is a valid option for coastal cities, and RO desalination plants have been installed in 
Antofagasta and Arica, especially for mining zones [10,46]. In Chihuahua, Mexico, more than 280 small RO plants have 
been implemented in rural communities; ultrafiltration membranes were also used [10,46]. In 2007, a desalination plant 
with a capacity of 21,000 m3/day was installed in Los Cabos, Mexico [46].

On the other hand, in several places of LA, e.g. the Chaco-Pampean plain of Argentina, about 12% of the population 
is living in dispersed settlements consisting of less than 50 inhabitants, mostly the poorest members of the regional 
population. In these places, As is frequently found at high concentrations in water for human consumption. To solve 
the problem, a large number of commercial adsorbents or natural materials have been tested in different countries 
[10,11,46,90,96,97]. Most of them are materials containing iron or aluminum, but other constituents are also found in them. 
Aluminum hydrogels, Fe-rich laterites, commercial granular ferric oxide (GFO), granular ferric hydroxides/oxides (GFH/
GFO), hematite, goethite (a-FeO(OH)), magnetic δ-FeOOH nanoparticles, hydrated Fe(III) oxide (HFO) nanoparticles 
supported on polymers, iron oxide coated sand, composite iron matrices, Fe(III)-coated silica sand, metallurgical slags, 
lime, aluminum sulfate, activated alumina, diatomites, natural clays, bentonites, zeolites, zerovalent iron (ZVI) in the 
form of µFe(0) microparticles, Fe fillings, iron wool, nails or packing wire, iron nanoparticles (nZVI)), Fe-Cu bimetallic 
nanomaterials, manganese greensand, sand-anthracite, manganese oxides, carbon activated with copper sulfate, pisolite, 
volcanic stones, steel wastes, basic oxygen furnace sludge, ArsenXnp (a commercial As sorbent), etc. can be mentioned, 
among others [10,11,46]. A mixture of an oxidant, activated clays and a coagulant (aluminum sulfate or ferric chloride), 
patented as ALUFLOC, was developed by CEPIS/SDE/OPS and evaluated at household scale in Puno (Peru), Salta and 
Tucumán (Argentina) [10,90,96,97,109].

Biomaterials and low-cost organic materials, such as natural hydroxyapatite obtained from charred cow bones, milled 
bones, bone char modified with nZVI, nacre, shells, chitosan, chitosan beads impregnated with nZVI, dead aquatic 
macrophytes, dried macroalgae, totora (Schoenoplectus californicus), paja brava (Festuca orthophylla), cellulose, sedges, 
sorghum biomass, waste biomass, iron-enriched activated carbon from lignite, maracuya shell (some modified with 
Fe(III)), a bioadsorbent taken from passion fruit, a bioadsorbent obtained from orange albedo coated with Fe(III), etc., 
were also tested [10]. Bacteria like Pseudomonas aeruginosa, Microcystis novacekii and sulfate reducing bacteria (SRB) 
were reported to be used for As removal. Phytoremediation with aquatic macrophytes such as water hyacinth (Eichhornia 
crassipes), lesser duckweed (Lemna minor) and valdivia duckweed (Lemna valdiviana) were also assayed [10,90].

Another cost-effective, environmental-friendly treatment technology for As removal is the use of horizontal subsurface 
flow constructed wetlands (SSFCW). In Chile, SSFCW constructed with zeolite, limestone and cocopeat; in Mexico, 
SSFCW containing an iron oxide substrate (tezontle) with two plant species (Zantedeschia aethiopica and Anemopsis 
californica) and without them were evaluated. Two Cyperaceae species, Schonoeplectous americanus and Eleocharis 
macrostachya were also studied in a SSFCW prototype system [10,90]. Other studies optimized As removal by capacitive 
deionization [93,96] and in-line electrochlorination to produce hypochlorous acid for oxidation and coprecipitation of As 
and Fe [112].

Mining effluents containing As have been especially considered in LA. In Brazil, several works reported As precipitation 
with trivalent iron salts and lime (CaO or Ca(OH)2), and with Al-Fe (hydr)oxides, scorodite (FeAsO4·2H2O) formation 
from industrial solutions, and Mn3(AsO4)2.4H2O formation from nanosized birnessite (Mn(IV)). Coprecipitation by the 
use of selective coagulants/flocculants has been also studied to be applied in gold mining and other effluents [10,46,90]. In 
Chile, a plant for the treatment of mining effluents for dusts from copper smelters in the Chuquicamata and Ministro Hales 
minesand was constructed, stabilizing As as scorodite with ferric sulfate [46]. Byproducts of the iron mining industry, 
such as magnetite, hematite, iron hydroxides and/or foundry slag, have been also used to remove As [46]. Desalination 
plants applying RO processes have been used in Chile for the treatment of mining wastewaters [46].

Photochemical technologies were also important methods for As removal in LA. Photooxidation of As(III) with 
germicidal lamps (l = 253.7 nm) and H2O2 addition, a combined technology employing UV/H2O2 and adsorption in 
columns filled with TiO2 and GFH, and use of ZVI and nZVI plus solar irradiation have been tested [10,46,90]. The Solar 
Oxidation and Removal of As (SORAS) technology, a very simple process for poor, isolated populations, used with partial 
success in Bangladesh and India, was modified and tested in LA. This method consists in putting water in transparent 
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PET bottles and irradiating it with sunlight. This is done in the presence of small amounts of dissolved iron, causing 
the precipitation of iron(III) (hydr)oxides, As(III) oxidation and As(V) adsorption; clear water is obtained by further 
decantation or filtration (Figure 5). The addition of small amounts of citric acid - as drops of lemon juice - enhances 
the effectiveness of As removal due to the coupling of photo-Fenton processes. Because groundwaters in most regions 
of LA do not have enough iron to make the SORAS technology efficient, iron has to be externally added through some 
natural Fe-containing minerals or ZVI in different forms (iron wool, packing wire or nZVI). The method has been tested 
in laboratory waters and natural well waters of Argentina, Bolivia, Chile, Costa Rica, Mexico and Peru [10,46,90].

Figure 5. Schematic representation of the SORAS technology.

TiO2 heterogeneous photocatalysis is also a promising emergent technology which allows the simultaneous oxidation 
of As(III) and removal of organic pollutants, toxic metals and microbiological contamination. An iron source should be 
added to retain As on a solid surface. PET plastic bottles have been impregnated with TiO2 and used to remove As in 
Argentina and Brazil. Reduction of As(V) and As(III) over TiO2 under UV light has been also attained in deoxygenated 
suspensions, with identification of As(0) and arsine (AsH3) [10-1112,46,90,95,96,110].

A paper regarding toxicity of As(V) solutions has been also evaluated after treatment with nZVI with the AMPHITOX 
bioassay [113].

7.  Conclusions

The contamination of surface and groundwaters with As in LA is a relevant problem for the region due to its dramatic 
consequences on health. Arsenic presence has been identified in many LA countries in a range of concentrations and 
originated from various sources, although in most of the locations it comes from natural sources. The Chaco-Pampean plain 
in Argentina is the largest area affected by groundwater As contamination. Research on the chemical and hydrogeological 
processes of As release and mobilization has been also developed in Mexico, Chile, Bolivia, Peru and Nicaragua. In most 
of the contaminated areas, As originates from geogenic sources, mainly volcanic rocks, hydrothermal fluids and As-
bearing minerals. However, anthropogenic sources are also present in certain zones, most of them as a result of mining 
operations and, in some cases, related to agriculture. Mining is indeed the main As source in Brazil. It has been found that 
the element is in the As(V) form in most locations. 

Regarding analytical methods on As determination, 167 papers in scientific journals have been identified in the last 18 
years in LA. The most widely used analytical methodologies are AAS (57%), specifically HG-AAS, and ICP (27%), mainly 
coupled with MS. Electrochemical methods have been applied in Chile, Brazil and Argentina. UV-VIS spectrometry has 
been used mainly in Cuba and Mexico. XRF spectrometry, principally for solid samples, has been used in Mexico, Cuba, 
Brazil, Argentina, and Chile. Other methodologies are INAA, SPRN and the ARSOlux Biosensor. In LA, good scientific 
and infrastructure capacity for the analytical determination of As in various matrices is available.

Because the As problem has a great impact on health in LA, and its presence has also been reported in different 
matrices (food, hair, blood and bones), it is important to emphasize the quality assurance of the reported results. Therefore, 
it is suggested that a section dedicated to the interferences and the analytical quality control used for the quantification of 
this metalloid be added to the scientific publications, regardless of the analytical method used. This quality control could 
include some of the parameters established by ISO / IEC 17025: 2017 for analytical validation (uncertainty, repeatability 
and reproducibility, robustness), as well as the certified reference materials used.

Concerning effects on health, lung cancer is the most studied adverse effect of As exposure, followed by skin 
lesions, bladder cancer and the effects of early exposure to As. Chile is the country with the largest number of scientific 
publications related to the effects of As on health, followed by Mexico and Argentina, where studies on As exposure 
and cancer development are well described. Evidence of association between As exposure and kidney and liver cancer 
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mortality rates was also reported in Chile and Argentina. For other types of cancers (prostate, leukemia, brain, colon, 
breast, larynx, stomach, cervix and endometrium), the evidence is scarce or absent. While the carcinogenicity of As has 
been confirmed for several cancers, the mechanisms behind the disease are still not well understood, and, therefore, more 
well-designed studies are needed in that area. According to several studies, conducted mainly in Mexico, an association 
between As exposure and diabetes seems to occur; however, more studies should be conducted. In that way, metabolomic 
studies could help find some answers. The information available on the association of exposure to As and cardiovascular 
disease, liver dysfunction and chronic kidney disease covered a wide range of levels of exposure, but this information is 
still partial, scarce and inconclusive.

Investigations on As health effects are limited to Argentina, Chile and Mexico and, even in these countries, studies 
are scarce, scattered and consider different degrees of exposure, which hinders the comparison or integration into a meta-
analysis. In Argentina, an epidemiological study of national scope started in 2019; it includes an analysis of morbidity 
and mortality due to cancers associated with the exposure to As through water ingestion. This study could be extended to 
other LA countries.

Arsenic removal from water can proceed through adequate treatments. Methods for large and medium plants have 
been implemented in several places using the most common technologies (coagulation-precipitation and RO). Other 
technologies use a very large number of adsorbing materials (natural geological materials, iron oxides and hydroxides, 
calcite, clays, etc.). Sorption agents coming from plants and animal residues have been tested especially for small 
communities, disperse settlements or individual households of low economical resources, where simple and economical 
equipment that can be easily handled and maintained by the population is required. Procedures using zerovalent iron from 
diverse materials are affordable and easy to operate and maintain, and sunlight may be used to improve their effectiveness. 
Phytoremediation and wetland construction are also promising technologies. 

In addition, the LA experience gives valuable information that could be used to solve the As problem in other regions 
of the world, especially in countries of Asia where the first option is to find other water sources not contaminated with As. 
In all cases, water composition and socioeconomic features should be carefully considered for selecting the technology.

Although there are several sustainable solutions developed by local researchers, authorities, industries and international 
agencies have not practically developed any financial and technical cooperation action for mitigating the As problem in 
isolated rural and periurban LA populations, and As exposure has not been yet solved due to operation, social, and 
economic problems. In addition, there are zones still lacking As-free water options. Thus, much R&D work, together with 
political actions, should be undertaken in the region. 
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